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Abstract

We conduct two surveys with preregistered experiments to examine gender differences in
generative AI adoption and potential labor market consequences. First, we document a
substantial gender gap inAI adoption among students at a top business school inNorway,
with female students, particularly top students, opting out of AI use. Second, a survey
of managers shows that acquiring AI skills would significantly enhance job prospects for
top female students currently avoiding AI. Finally, we provide causal evidence on policy
tools to close the gender gap in AI adoption. Our findings show that generative AI could
widen existing gender gaps in the labormarket, but appropriate policies can help prevent
this outcome.
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1 Introduction

The advent of generative artificial intelligence (AI) is predicted to reshape the labor market.

Recent surveys of employers in the US and globally find that over 90% expect their orga-

nizations to use AI by 2028 (Amazon Web Services, 2024) and 66% state they would not

hire someone without AI skills (Microsoft & LinkedIn, 2024). Experimental research shows

how access to AI can provide substantial productivity boosts (Capraro et al., 2024), span-

ning domains such as professional writing (Noy and Zhang, 2023), customer support tasks

(Brynjolfsson et al., 2023), and coding (Peng et al., 2023). Although exact economic impacts

are hard to predict and depend on the policies adopted (Brynjolfsson and Unger, 2023), gen-

erative AI proficiency is likely to shape labor market paths and success in the near future.

Moreover, those who actively participate in this technological revolution may be better po-

sitioned to reap its benefits. This raises a key question: will differences in AI use bridge or

expand existing labor market inequalities?

We focus on gender differences in generative AI adoption. Previous technological break-

throughs, such as the introduction of the internet, have shown that gender plays a significant

role in technology usage patterns, a phenomenon known as the digital gender divide (Bim-

ber, 2000; OECD, 2018).¹ If women are less likely thanmen to adopt productivity-enhancing

technologies such as generative AI, they may miss out on the promise of these technolo-

gies and fall behind in a labor market increasingly demanding and rewarding AI skills. We

provide the first study dedicated to exploring gender gaps in generative AI adoption. Our

findings show that female students adopt these technologies less frequently than their male

counterparts, particularly among those with higher academic skills. Our main contribution

is to offer key insights into why these gaps emerge, how to close them, and their potential

effects on labor market outcomes.

Our comprehensive study targets both the supply and demand sides of the labor market

by focusing on college students who will be facing a rapidly evolving labor market due to

¹In general, a large literature documents that women are less inclined to and have lower participation rates in
technology-related fields (Buser et al., 2014, 2017; Cimpian et al., 2020). Women also report higher technological
stress than men (Kotek and Vranjes, 2022).
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generative AI and their potential future employers.² On the supply side, between November

2023 and April 2024, we surveyed 595 students at a top business school in Norway about

their generative AI use, as well as their preferences, perceptions and exposure to genera-

tive AI. In addition, in a between-subject vignette experiment we assessed the impact of two

types of policies—either explicitly allowing or banning the use of generative AI— on the stu-

dents’ intended use of AI for schoolwork. The experiment contributes to the ongoing global

discussion among educators and institutions regarding their stance on the use of AI tools in

the classroom, whether to ban or allow them.³ We then assess whether the gender gap in

adoption could potentially affect labor market outcomes. To do this, we turn to the demand

side by surveying managers to examine gender gaps in job candidate ratings based on their

AI expertise: can female students enhance their job prospects by acquiring generative AI

skills? In June 2024, we conducted a survey experiment on 1,143 managers in Norway work-

ing in occupations that typically employ graduates from this business school and ask them to

rate profiles of hypothetical candidates with and without generative AI skills. The managers

were also asked to decide on the promotion of hypothetical workers who may increase their

productivity with the help of generative AI. The design of the manager survey experiment

allows us to isolate the effect of acquiring AI skills for a male vs. a female job candidate and

of using AI in the workplace.

We provide three main findings. First, we document the gender gap in AI adoption and

provide insight into why it emerges. We find a substantial and significant gender gap in AI

adoption: male students are 25% more likely to report a high use of ChatGPT or similar AI

tools. Defining high use as engaging with AI tools either occasionally or all the time as op-

posed to never or only a few times, 60.7% of female students and 75.7% of male students

fall into this category, with an overall average of 68.9%. When we ask students a more objec-

tive revealed-preference question of whether they have a paid account, or the more limited

free account, the gender gap widens. Male students are more than twice as likely as female

students (23.3% vs. 10.7%) to have a paid subscription.

²We include a preregistration and pre-analysis plan (PAP) for the experiments in our study.
³Example institutions where bans have been enacted include Sciences Po in Paris (Business Insider, 2023) In
contrast, Harvard Business School pays for each student to have a plus account (Magazine, 2024).
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Recent research has documented similar gender gaps in AI adoption across various con-

texts, further validating our findings. For example, Humlum andVestergaard (2024) identify

a comparable gap in a large representative sample of Danish workers across 11 occupations,

considering factors such as age, socioeconomic background, and gender. Additionally, Bick

et al. (2024) provide evidence from the first nationally representative U.S. survey on gen-

erative AI adoption, showing that men are more likely than women to use ChatGPT both

at work and at home. Finally, a recent World Bank Report studies who uses generative AI

globally using vast amounts of internet traffic data and shows that only 33% of ChatGPT

users are female (Liu and Wang, 2024). While these studies were designed to study adop-

tion generally and not gender specifically, the fact that they find a similar gender gaps in AI

adoption validates our findings and shows the need for deeper understanding of why this

gap emerges, how it can be closed, and its potential labor market consequences, which is the

main contribution of our paper.⁴

To gain a deeper understanding of why the gender gap emerges, we ask a rich set of

questions regarding students’ preferences, perceptions and exposure to this new technology.

For instance, we measure the extent to which they consider using AI as cheating and their

persistence in using it, specifically whether they continue to use AI if it does not provide the

desired answer on the first try. These questions yield novel insights crucial to understanding

the gender gap in AI adoption. For example, male students are more likely than female

students to disagree with statements that using AI as a learning aid (88 vs. 77%) and for

course assignments (64 vs. 50%) constitutes cheating. Turning to our persistence measure,

71% of male students state that they keep trying when not obtaining the desired answer, as

opposed to only 55% of female students.⁵ These differences in perceptions on cheating and

persistence highlight a broader pattern: the gender gap in AI adoption is closely linked to

differences in preferences, perceptions, and exposure to the technology. When we control

for the full set of these measures, the gender gap in adoption is fully explained and becomes

⁴We know of two more studies that touch on the subject of gender in AI while having another main research
question: Haslberger et al. (2024) look at aversion against AI due to fears of job replacement, and Haslberger
et al. (2023) study generative AI as a potential equalizer in terms of productivity among workers.
⁵This persistence gap relates to previous work documenting gender differences in persistence in educational
settings such as retaking high-stakes exams aftermarginally failing on a first try (Buser andYuan, 2019; Landaud
and Maurin, 2020; Franco and Hawkins, 2023).
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insignificant.

Additionally, a Lasso regression identifies the most predictive factors for both subjective

and objective AI adoption amongmale and female students. These factors include howmuch

students enjoy using generative AI tools and their perceptions of peer usage. For paid sub-

scriptions, persistence and the belief that AI can improve grades also play a significant role.

Given that these factors are influential for both genders, our findings suggest that increasing

engagement with AI tools and normalizing their use could be effective strategies for reducing

gender gaps in adoption.

Second, we make a policy contribution on how to close the gap: we show that the gender

gap in intended use completely closes when generative AI tools are allowed in class. But also

that the flip-side is true: if AI is banned, a substantial gender gap in intended use emerges.

In our vignette experiment, male students intend to use AI tools regardless of the policy. In

contrast, female students adjust their behavior based on the policy. They intend to use AI

when it is allowed and refrain fromusing itwhen it is banned. Specifically, when it is allowed,

over 80% of both men and women intend to use it. However, forbidding AI opens a large and

statistically significant gap in intended use. While male students respond to the ban with a

decrease of 20.7 pp, from 87.3% intending to use when allowed to 66.7% when forbidden,

the response of female students is much larger at 37.2 pp, from 82.8% when allowed to

45.6% when forbidden. This shows how seemingly innocuous university policies on AI use

could have large unintended gendered consequences. However, clear and explicit policies

encouraging generative AI use can close the gap. These insights are crucial as universities

and workplaces are currently formulating rules and policies around AI use.

Third, we provide novel evidence that generative AI skills are valued in the labor market,

in particular for high-skill female job candidates. We find that female candidates with top

grades who possess generative AI skills are evaluated 7.6% higher for an entry-level job than

their female counterparts without AI skills, while male candidates do not receive a similar

premium. An exploratory analysis suggests that the signal of AI skills is more informative

and beneficial for women than for men. In addition, a hypothetical vignette experiment

shows that a majority of managers (65%) would promote a worker who boosts their produc-
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tivity using AI. This part of the study provides critical insights into how generative AI skills

are rewarded in the labor market.⁶ Our findings imply that top women, in particular, could

significantly enhance their job prospects by acquiring generative AI skills. Furthermore, our

results show that a gender gap in adoption on the job would potentially translate into gender

differences in promotion outcomes.

Throughout our analysis, we maintain a particular focus on top female students, those

who are at the top of the admission grade distribution.⁷ Previous research has shown that

gender differences are particularly pronounced at the top: top women often fail to recognize

that they are better than average and act accordingly. This is noteworthy since the labor

market gender gaps are also most evident at the top (e.g., Bertrand et al., 2019). Large gaps

have been documented among top women compared to top men in several domains: high-

achieving women are less likely to compete (Niederle and Vesterlund, 2007), less likely to

speak up (Coffman, 2014), and less likely to claim credit for their contributions in successful

group-work (Isaksson, 2019; Kinnl et al., 2023). Strikingly, throughout our analysis, the

strongest results stem from the top women in our sample.

The gender gap in adoption of generative AI is particularly pronounced at the top: while

female students with lower admission grades are just as likely as similar male students to

use AI, top women are opting out and using it only about half as much. Put differently, male

students use AI frequently regardless of their academic skill whereas top women opt out

from using it. Turning to the proficiency of AI use, we find that while male students are

34% more successful in writing prompts than female students on average, top women are

just as good as men. In the top quintile, female students have a success rate of 46% vs. 39%

for top male students. Finally, the most critical insight emerges from the policy experiment:

top female students do not intend to use AI when it is forbidden in class while men across

the admission grade distribution intend to use it regardless of whether it is forbidden or not.

However, when AI is explicitly allowed, top female students intend to use it just as much as

⁶In a correspondence study, Drydakis (2024) reports similar callback rates for men and women showing training
in business AI skills in their CV. The AI skills mentioned in that study encompass programming languages,
machine learning, reinforcement learning, and natural language processing. These skills are fundamentally
distinct from the generative AI focus discussed in our paper.
⁷Admissions to university programs in Norway rely on an admission grade based on high school grades and high
school exit exams. Students self-reported this grade and 55% of our sample reported a valid grade.
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men.

Taken together, the supply and demand sides of our study show a clear picture: top

women are opting out of AI, despite being the very candidates who stand to gain the most

from adopting it. Failing to adopt these skills could thus exacerbate existing gender gaps in

career advancement given our results from the manager survey. However, we also demon-

strate that with the right policies, top women are willing and able to use AI tools. Impor-

tantly, in the prompting exercise they perform just as well as top men. While the gender

disparities in AI adoption are concerning, our findings also convey optimism by showing

how adopting and developing AI skills can help level the playing field for men and women.

Thus, our study highlights the potential of generative AI to advance career opportunities for

both genders, rather than impede progress towards gender equality.

The remainder of the paper is structured as follows. In Section 2, we provide an overview

of the two survey instruments used in the study, along with their target sample: (i) the uni-

versity student survey and (ii) the manager survey. In Section 3, we report our findings on

the gender gap in use and skill in generative AI, as well as the primary factors that drive

the gap. Section 4 describes and shows the results of our policy experiment. In Section 5,

we outline the experiments in the manager survey and present our results on the value of

generative AI skills in two types of managerial decisions: hiring and promotions. Finally,

Section 6 concludes and proposes future directions.

2 Setting and Data Overview

Our design is guided by the two objectives of the paper: to study (i) whether there are gender

differences in the use of generative AI from the supply side of the labor market (current stu-

dents who will be looking for jobs within the next 2-4 years), and (ii) whether these skills are

valued by the demand side (their potential employers). We use two complementary instru-

ments: a survey of university students and a survey of managers. In this section, we provide

a general overview of the survey instruments, recruitment, and sample. Both survey instru-

ments, as well as a series of hypotheses regarding our main outcomes, were preregistered in
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the AEA RCT Registry (AEARCTR-0012452) with pre-analysis plans (PAP) for the experi-

ments. More details on the preregistrations, as well as deviations, are discussed in detail in

Appendix E.

2.1 Student survey

The first study aims to establish whether there is a gender gap in generative AI use among

current students who will be facing a labor market that is rapidly changing due to this tech-

nology. The instrument was administered to 595 bachelor’s and master’s students at NHH

Norwegian School of Economics. NHH offers a tuition-free, five-year program consisting

of three years of a bachelor’s program in economics and business administration followed

by two years of a master’s program in either economics and business administration or in-

ternational management. The bachelor’s program at NHH is the most popular program in

Norway, listed as the first choice by most applicants to higher education. Regarding NHH’s

stance on the use of generative AI by students, the school released a policy in December 2023

outlining clear guidelines on the use and evaluation of generative AI in its courses, providing

greater transparency on how students should engage with this technology.

The survey collected self-reportedmeasures of the use of generative AI, perceptions, pref-

erences, and exposure to the technology, as well as a measure of prompting skills. In addi-

tion, the survey included a policy experiment aimed at exploring the impact of different

policies regarding the use of generative AI on the gender gap. Questions about background

characteristics, such as demographic and academic backgroundwere also collected. Wemea-

sured risk and time preferences through survey questions following Falk et al. (2018). The

motivation to add risk and time preferences is that there is some evidence of gender differ-

ences in these measures (Croson and Gneezy, 2009; Charness and Gneezy, 2012; Bettinger

and Slonim, 2007; Castillo et al., 2011) and they could drive or correlate with generative AI

adoption. Students were given the option of reporting their university admission grade, with

328 students providing valid responses out of the 595 respondents (55% of the sample).

Recruitment and sample characteristics. Students were recruited during lecture hours in
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November 2023 and early 2024.⁸ We approached students taking three of the mandatory

courses of the bachelor’s program (one for each year of the bachelor’s program), as well as

one of the core courses in the master’s program. Importantly, all students are following the

same study program and most of the subjects are mandatory as opposed to elective. Hence,

any differences we find are not driven by self-selection into fields of study or specific subjects

that lend themselves more or less to the use of AI. The anonymous survey was implemented

and supervised by the research team in the classroom using a QR code.

Almost 55% of our sample is male, which is close to the historical male student repre-

sentation at NHH of about 60% (Hirshman and Willén, 2022). In addition, over 90% of the

sample is in the bachelor’s program. Male students in the sample are statistically more will-

ing to take risks and forgo something beneficial today to benefit more in the future than

female students. While only 55% of the sample provided a valid answer for their admission

grade, there are no gender differences in the likelihood of reporting the grade or in the grade

itself. On average, the admission grade is 5.6 (median equal to 5.7) for both men and women,

and the distributions are quite similar (see Figure A1).⁹ The full questionnaire of the student

survey is in Appendix F.1. Students took on average 8 minutes to respond the survey (7.9

minutes for women and 8.2 minutes for men, not statistically different).

We also note that our sample corresponds to the upper tail of the generative AI-use dis-

tribution among higher education students in Norway. Across the Studiebarometeret survey

of 997 institution-programs in 2023 (Ministry of Education, 2024), the bachelor’s and mas-

ter’s programs at NHH are at the 95th percentile in generative AI use, with an average score

of 2.17 on a scale from 0 (does not use) to 3 (uses frequently). This highlights the fact that

students in this school are highly exposed to the technology.

Finally, we point out a few strengths of our sample. First, the size of the typical cohort

is 500, so considering that most of our sample is from the bachelor’s program (around 1,500

⁸In November 2023, when most of our student sample was gathered, we focused solely on ChatGPT, as other
platforms were either unavailable or not widely used at that time. By 2024, we expanded the questions to
include ChatGPT along with similar platforms, providing examples of alternative options.
⁹Higher education in Norway requires admissions to be based on an admission score determined through stan-
dardized testing and performance in high school. Themaximumgrade is 6, but it is possible to retake subjects so
that there could be values above 6. The admission grade provides us with a comprehensivemeasure of academic
performance, which we exploit for heterogeneity analysis in our results.
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students in total), we reach almost 50% response rates. Second, our sample is quite of ho-

mogeneous given that the school offers a single major and admissions are very competitive,

guaranteeing that those who get in have fairly similar backgrounds. Third, as the students

were recruited in class from the mandatory courses, we believe our results are not simply

driven by gender differences in the choice of subjects that are more or less amenable to the

use of generative AI.¹⁰

2.2 Manager survey

The second study aims to evaluate whether generative AI skills are valued in the labor mar-

ket by employers in two types of decisions: (i) hiring, and (ii) promotions. To achieve this,

we conducted a survey on a sample of 1,143 managers in Norway. To measure the value of

generative AI skills in hiring, we implemented a conjoint-type experiment, where managers

evaluate and score hypothetical job candidates applying for an entry-level job at their com-

pany. We also used a vignette experiment to determine whether managers would support for

promotion workers who are more productive through the use of generative AI. The survey

also included questions regarding managers’ own use of generative AI, attitudes and expo-

sure towards the technology at their company, and their perception of gender gaps in its use

by students. Finally, we collected information on background characteristics such as gender,

age, level of education and tenure at the company.

Recruitment and sample characteristics. Managerswere recruited through the survey provider

Norstat between May 30th and June 18th, 2024. Respondents were screened based on two

characteristics. First, whether the respondent has been involved in managerial tasks involv-

ing hiring or promotion in their current job. Second, whether the respondent works in one

of four pre-selected occupations. The survey was sent to 2,030 respondents in the Norstat

panel.

We aimed to obtain managers from companies in the sectors that NHH graduates typi-

¹⁰In the bachelor’s program, students take 4 subjects every semester, for a total of 24 subjects, of which only 6 are
elective. There are no electives in the Autumn semester of the first year (from which a third of our sample is
recruited), and one elective thereafter except in the last semester of the program in which students can choose
two electives. Subjects in the master’s programs involve 6 subjects and a master’s thesis, where at least 3 of the
6 subjects must be selected from a list of mandatory subjects.
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cally find jobs. An NHH report indicates that almost 90% of their graduates start their first

job after graduation in one of the following lines of business: consulting, auditing, bank-

ing/insurance/finance, energy, IT/telecom and accounting (NHH, 2024). To most closely

match the labor market where graduates from NHH will find jobs, we pre-selected managers

working in the following occupations: administration/personnel, banking/accounting/fi-

nance, consulting, and management services. The choice of sector rather than companies

where NHH graduates are hired obey to high costs of screening based on whether a specific

company hires NHH graduates.

About 60% of the sample is male. 52% of themanagers worked in administration, 18% in

banking/accounting/finance, 9% in consulting, and 21% in public service and management.

Around 30% of the managers worked in companies that allow and encourage the use of

generative AI at work. The full questionnaire of the manager survey is in Appendix F.2.

Managers took a median of around 7 minutes to complete the survey.

2.3 Anonymity and Participant Incentives

Our aim is to elicit truthful responses in both survey instruments. Given the controversy

and ongoing debate surrounding the ethics of generative AI use, we opted for ensuring full

anonymity of responses. This approach minimizes the risk of misrepresentation of genera-

tive AI use due to experimenter demand effects or social desirability bias.

Incentivizing the reporting of the measures collected and the prompting task, or linking

the survey data to administrative data, would have required collecting personally identifying

information. To preserve anonymity, we opted for unincentivized measures. We also chose

to conduct the survey in the classroom to prevent students from seeking external help (from

someone else or from generative AI applications) to get the correct prompt.

Validation exercises have found strong similarities in the use of hypothetical and unin-

centivized measures relative to incentivized elicitations and real-world behavior across dif-

ferent domains (Hainmueller et al., 2015; Brañas-Garza et al., 2021, 2023; Enke et al., 2022;

Falk et al., 2023). At the same time, there has been an increase in the use of unincentivized

measures in economics research (Ameriks et al., 2020; Bernheim et al., 2022; Stango and Zin-
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man, 2023; Almås et al., 2023; Andre et al., 2022). Given the restrictions in our scenario and

the concerns over potential effects of incentives on reporting actual capabilities, we opted

for the use of unincentivized questions.

Ex-post, the role of incentives may have been minimal. The reason for this is that we

cannot incentivize students to report truthfully on their AI adoption because we can never

know their true usage of AI due to the nature of generative AI. The only measures we could

have incentivized were performance in the prompting exercise, confidence in the quality of

their prompt, second-order beliefs about peer usage, and risk and time preferences—none

of which play key roles in the paper. For the prompting exercise, offering incentives would

have required collecting personal information, which could have influenced how students

responded to questions about usage or subscriptions even if these cannot be incentivized,

as they would be aware that we knew their identities. Thus, setting up an anonymous and

thus unincentivized study is the best way to go about answering adoption questions since

students can report truthfully without the fear of potential repercussions in class.

3 Gender gap in generative AI use

3.1 Main outcomes

We investigate two main outcomes related to use: adoption and skill. To generate our adop-

tion measure we focus on students’ answers to the question “How familiar are you with gen-

erative AI?.” In the analysis we use a binary variable equal to zero for low use if the student

indicated “not heard about it,” “heard about it but not using it myself” or “used it a few

times,” which indicates none or limited use, and equal to one for high use if the participant

indicated “use it occasionally” or “use it all the time,” which indicates a more regular use.

We also asked about a more objective, revealed-preference measure of use, namely whether

the student had a free or paid subscription to an AI chatbot such as ChatGPT. Participants

also selected the types of tasks they “typically ask AI to help with.”

To measure skill proficiency in the use of generative AI, we presented students with an

image of the “Ebbinghaus illusion,” and asked them to write in a text box the query/prompt

they would provide to ChatGPT to arrive at the correct official name of the visual phe-
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nomenon represented by the image.¹¹ We use three outcome measures based on the prompt-

ing exercise: time spent writing the prompt, the number of characters written, and the suc-

cess rate of the prompt. The success rate was computed by entering a prompt 50 times in

ChatGPT, and calculating the proportion of times it gives the correct answer.¹²

3.2 Econometric specification

We estimate the gender gap in AI use using an indicator for whether the participant is a male

student:

𝑦𝑖 = 𝛼0 + 𝛼1Male𝑖 + 𝑋𝑖𝛾 + 𝜀𝑖 (1)

The coefficient 𝛼1 provides an estimate of the gender gap in the outcomes of interest. We

present raw gaps in our main results tables, and complement the analysis by controlling for

a series of controls 𝑋𝑖 including background characteristics and pre-specified factors that

may influence adoption such as AI-related preferences, perceptions, and experience in ad-

ditional tables. We pre-specified the hypothesis that men have higher use of generative AI

than women.

3.3 Main results

Generative AI adoption. Figure 1 shows the proportion of responses in each level of AI

use split by gender, with the height of the bars adding up to 100% within gender. Female

students are much more likely to be represented in low use categories. 9.6% of female while

2.2% ofmale students state that they have heard about generative AI but do not use it. 29.6%

of female and 21.5% of male students have used it few times. Only 1 out of 595 students

answered not having heard about it. In contrast, male students are overrepresented in the

¹¹The students wrote the prompt as a response to the survey question and not directly on ChatGPT. We devel-
oped this prompting task aiming for an objective and non-trivial task. Ex-post it was evident that the task
belongs to the retrieving information category that students state they use generative AI most for. In this sense,
it is a relevant task for the student population. Their prompting exercise was supposed to give the answer:
Ebbinghaus-Titchener illusion, which is an optical illusion where context affects perceptions of size. Gender
differences in visual recognition of images (Phillips et al., 2004)may have disproportionately affected the ability
of women to write a successful prompt. We provide details in Appendix C.1.

¹²As large language models (LLMs) output is the result of probabilities and prediction, a different output is
generated after every prompt. To address the noise of the process, we input the prompt a sufficiently large
amount of times (50).
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use all the time category with 44.3% relative to 30% of female students in this category. The

proportions in the use occasionally category are similar with 30.7% of female and 31.4%

of male students. A non-parametric Wilcoxon rank-sum test shows that the distribution of

answers are different for women and men at the 1% significance level.

Overall, the raw gender gap in adoption is estimated at 15 pp or 25% over a base of

60.7% of female students using AI occasionally or all the time (Column 1 in Table 1, Panel

A). This result is in line with Humlum and Vestergaard (2024) who find a 20 pp ChatGPT

adoption raw gender gap in a sample of 100,000 survey respondents in Denmark. The results

are nearly identical in terms of percentage points (14.3 pp) when using the “all the time”

dummy to measure adoption. However, the percentage change is larger (48%) due to the

lower baseline, with only 30% of women reporting using AI tools all the time (Table A1).

In terms of having a free or paid account to a generative AI chatbot,¹³ about a third of

female students declare having a free subscription, while less than 11% have a paid sub-

scription (Columns 2 and 3 of Panel A, respectively). Male students are more than twice as

likely to have a paid subscription, which we interpret as evidence that they have a higher

willingness to pay for a more comprehensive generative AI toolkit.

In Table A2 we compare the adoption across students in different cohorts surveyed at

different points in time. First, high use does not reach 100% even among the students sur-

veyed in 2024. Second, the overall gender gap in adoption using the occasionally or all the

time measure is mostly driven by students taking a first-year course, where adoption among

female students is substantially lower (33.8%) relative to female students taking higher-year

courses (at least 85%). Third, the effects of the policy on generative AI tools introduced by

NHH in December 2023 may be reflected in the “all the time” measure in Column 2. While

the gender gap exists among students surveyed in 2023, it disappears for those surveyed in

2024, suggesting that the policy may have influenced students, especially female students,

who were using generative AI occasionally to have a more intensive type of use. We note

that we have fewer observations in the cohort surveyed in 2024 so the estimates are noisier.

The gender gap in paid subscription, nevertheless, remains economically and statistically

¹³For chatbots with paid subscriptions, e.g., ChatGPT and Claude, the monthly price is around US$20 as of June,
2024.
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significant across students in different stages of the program (see Column 4 of Table A2).

From the findings by cohort, one may wonder whether it is the case that women are not

early adopters but quickly catch up. The catch up may happen naturally as higher-year stu-

dents have had more time to learn about and incorporate generative AI tools in a university

setting than first-year students. It can also happen as a result of policies as we see that the

gap in “use all the time” exists even among higher year students in 2023 (before the pol-

icy), and completely vanishes in 2024 (after the policy). Whether these patterns suggest that

gender gaps in generative AI use can close on their own is an important question for future

research. However, even if there is catching up, the higher tendency of men to have a paid

subscription remains, suggesting that the gaps may not fully close over time.

Figure 2 lists the tasks for which students typically get AI help along with the fractions of

female andmale students who select each of the tasks.¹⁴ Themost popular task is “retrieving

information” followed by “writing tasks.” 65% ofmale students selected retrieving informa-

tion as one of the tasks where they typically use AI, relative to 50% of female students, while

55% of men selected writing tasks, relative to 46% of women. We also see gender differ-

ences in coding tasks, but not on solving math questions and other tasks, which includes

brainstorming.

Finally, we offer insights into heterogeneity by admission grade. Previous research has

shown that gender differences in other domains are especially pronounced at the top of the

skill distribution. In addition, understanding the effects of AI on people of different skill

levels has been important in the emerging AI literature (Brynjolfsson et al., 2023; Dell’Ac-

qua et al., 2023). We plot the high use variable by quintile of admission grade, a measure

of relative academic ability.¹⁵ Not all students reported their admission grades (328 out of

595 in the full sample, with 145 female and 183 male students). As a result, in few occa-

sions we lack sufficient statistical power to detect gender differences at the quintile level.

Nevertheless, the plots of outcome means by quintile, along with their corresponding confi-

¹⁴The fractions are computed across all students, assigning a zero to those who do not use generative AI.
¹⁵We did not pre-register hypotheses related to academic ability in our PAPs so these analyses are exploratory.
Admission grades tend to be correlated with college GPA, which in turn increases hiring interest by employers
(Kessler et al., 2019). They are also less likely to be affected by differences in AI use than college grades since
they were obtained before the massification of generative AI.
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dence intervals, provide valuable insights beyond the overall means by highlighting where

the gender gaps emerge from.

Figures 3a and 3b show the fraction of female and male students reporting a high use by

quintile of the admission score distribution.¹⁶ The fraction of men with high AI use (Figure

3b) is between 75% in the second highest quintile up to 87% in the middle quintile, so it is

quite homogeneous across quintiles. In contrast, the fraction of women with high AI use is

strongly and negatively correlated with admission grade quintile. In the bottom two quin-

tiles, the fraction of women with high use is similar to the fraction of men (88%), while for

the three top quintiles, the fraction of women with high use is below 55% (Figure 3a). A

regression estimating the correlation between the raw admission grade and the high base-

line use indicator yields a negative and significant coefficient for both men and women, but

it is over six times larger for women (-0.316) than for men (-0.05). A test of the difference

between the two correlations yields a p-value of 0.000.

The finding that women at the top of the skill distribution are less likely to use generative

AI is particularly interesting in light of the work by Brynjolfsson et al. (2023), who find that

using AI help reduces the quality of work for the most experienced workers at a technical-

support firm. One might conjecture that for the best students, using generative AI could

reduce the quality of their output rather than improve it. If this is the case, topwomenwould

perform better in school an on the job because they do not use generative AI, and the gender

gaps in the labor market could be reduced. While assessing the effects of using generative

AI on human capital development is beyond the scope of this paper, we report results from

a survey of Norwegian managers in the sectors where NHH students are employed and find

that using generative AI is a valued skill in both job applications and promotions (see details

in Section 5).

Generative AI skills. Proficiency in AI tools like ChatGPT is becoming an increasingly im-

portant skill for labor market success (Amazon Web Services, 2024; Microsoft & LinkedIn,

2024). Lower usage rates may directly affect skill development, as proficiency typically

¹⁶Quintiles are calculated poolingmen’s andwomen’s admission grades. The admission grade densities by gender
are plotted in Figure A1.

15



comes with continued practice. However, generative AI has a low barrier to entry, and there

are numerous online resources available that offer guidance on how to effectively use AI chat-

bots. We assess whether there are gender differences in the success rate of the prompts that

students provide.

Table 1, Panel B, Column 1 quantifies the raw gap in prompt success rates. The aver-

age success rate recording the fraction of times that the prompt obtains the desired answer

(Ebbinghaus or Titchener illusion) for female students is 27.8%; in other words, their prompt

gives the correct answer about 14 times out of 50 ChatGPT runs. The gender difference is

estimated at 9.4 pp, which means that male students have success rates 34% higher than

female students. In Column 2, we show that, on average, everyone spends about 129 sec-

onds writing their prompt. Lastly, male students write about 31.6 more characters in their

prompt relative to amean of 145 characters among female students. Althoughmale students,

on average, tend to write more successful prompts than female students, the gender gap in

proficiency may be partially attributed to differences in recognizing the Ebbinghaus illusion,

rather than differences in the quality of prompts written conditional on correctly recogniz-

ing the illusion (see Appendix C.1 for details). It is important to note that women with top

admission grades perform just as well in the prompting exercise as their male counterparts

with top admission grades as we discuss next.

In Figures 4a and 4b, students at the top of the admission grade distribution have higher

success rates with their prompts regardless of gender. In the top two quintiles of the distri-

bution, students have success rates of about 39-46%. As with the high use outcome, male

students have more homogeneous success rates across quintiles than female students. Even

thoughwomen in quintile 1 have the highest use, their success rate (17%) is the lowest among

all and half of the success rate for men in the same quintile (34%), who have similar levels

of use.

In sum, our results on adoption and skills are in line with previous findings on gender

differences in choices, particularly at the top of the skill distribution. Top women are less

likely to compete then their male counterparts (Niederle and Vesterlund, 2007). Gender

gaps in speaking up do not close with expertise (Coffman, 2014). The gender gap in claim-
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ing credit for successful group work is the largest at the top: the women who contribute

the most to their team also underestimate themselves the most (Isaksson, 2019; Kinnl et al.,

2023). Female students who do not achieve a top grade in a foundational course are less

likely to choose a major related to that field (Rask and Tiefenthaler, 2008; Ost, 2010; Avilova

and Goldin, 2018; Kugler et al., 2021; Ugalde, 2022). As in most of these previous studies,

we find that gender gaps are driven by top women. We care about top women in this setting

because they are the ones who have the highest prospects to become influential in the busi-

ness sector, which traditionally lacks female representation even in a high-equality country

such as Norway (Bertrand et al., 2019).

3.4 Potential factors influencing adoption

To understand the gender gaps reported in the previous subsections, it is crucial to assess

the role of various factors that may influence or correlate with adoption. We elicited stu-

dents’ attitudes regarding generative AI, which we pre-specified and classified into three

categories: (i) preferences, (ii) perceptions, and (iii) exposure/experience. Preferences aim

to measure potential intrinsic utility or disutility from AI usage and the role of persistence

in AI use. Perceptions reflect belief-based factors such as perceived usefulness, whether gen-

erative AI usage is considered cheating, trust in the accuracy of information provided by AI

chatbots, and confidence in one’s abilities to use AI. Lastly, we explore how prior exposure

to or experience with generative AI might influence its adoption. The results are in Figure 5.

GenderDifferences in Preferences. In Figure 5b we plot the share of students agreeing with

“I think ChatGPT is enjoyable to use,” and disagreeing with “I think ChatGPT is difficult to use,”

representing a intrinsic utility and disutility from using AI, respectively.¹⁷ Male students

have stronger preferences for the use of ChatGPT, as they find it more enjoyable (higher

utility), and less difficult (lower disutility) to use than women. To measure “persistence” we

asked “If ChatGPT does not provide the desired answer on your first attempt, howmany additional

attempts do you typically make?” with four options ranging from “One more try” to “I keep

¹⁷The binary variables are equal to one if students select agree/strongly agree or disagree/strongly disagree in
a 5-point scale. The questions mention ChatGPT specifically, but we said before that it could be ChatGPT or
similar tools.
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until satisfied.” Wefind that 55%of female students indicate that they attempt twice ormore,

compared to 71% of male students, which indicates that men are more persistent as they

maintain longer “conversations” with ChatGPT, something that could generate differences

in skill as men can learn more from the increased prompting experience.

Gender Differences in Perceptions. In Figure 5a we consider belief-based motives that can

affect adoption in our setting. First, students might not adopt the technology if they per-

ceive its use is unethical or cheating. In a 5-point scale from completely agree to completely

disagree, we plot whether students disagree with the following two statements if they se-

lect disagree or strongly disagree: “Using ChatGPT as an aid to solve assignments in a course

is equivalent to cheating” and “Using ChatGPT as a learning aid in a course is equivalent to

cheating.” While the majority of students disagree with considering the use of ChatGPT as

equivalent to cheating, there are important gender differences, with around 12 pp more men

disagreeing relative to women. The levels in these two questions are relevant too, with 88%

of male students disagreeing that ChatGPT as a learning aid is cheating, relative to 64%

disagreeing when the use is as an aid to solve assignments. Around 52% of male students

disagree with the statement “It is easy for professors to identify if a student has used ChatGPT,”

relative to 44% of female students.

Second, being confident in one’s own skills in using the technology might affect students’

willingness to engage with AI, especially if it is perceived as a male-dominated setting (Coff-

man et al., 2023). Tomeasure confidence, we use the prompting task the students performed,

and asked them “How confident do you feel that the query you just provided will make ChatGPT

get the information you need?,” with choices within a 4-point scale ranging from “Not con-

fident at all” to “Extremely confident.” We observe important differences in confidence by

gender with 60% of women and 81% of men indicating some level of confidence in their

prompt. Moreover, as depicted in Figure A2a and in line with the literature, over 40% of

male students indicate feeling very or extremely confident in their own prompt being cor-

rect, relative to only 18% of female students. When comparing the self-reported confidence

with their actual performance in the task (a measure of overconfidence), we find that male

students are 7 pp more overconfident that their prompt was correct relative to 38% of female
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students (see Figure A2c).

Third, there could also be potential differences in trust in the accuracy of the informa-

tion provided by ChatGPT. For example, hallucinations may affect the perceived benefits of

using the technology. We presented students with a screen capture of a real prompt and

answer submitted to and by ChatGPT, respectively, and asked them whether they trust that

the information provided by ChatGPT was accurate, using a 4-point scale from “Completely

trust” to “Completely distrust.”¹⁸ Figure 5a shows that there are no differences in trust, with

63% of both male and female students indicating either “Somewhat trust” or “Completely

trust.”

Fourth, as highlighted in previous work on the “gender digital divide,” perceptions on

the usefulness of technology in different tasks seemed to be a driving factor of the gender

differences in the use of the internet (OECD, 2018). We capture perceptions of usefulness

of ChatGPT by asking students to indicate “What do you believe are the main advantages of

using ChatGPT in coursework?.” Figure 5a shows the percentage of students that indicated

each statement as an advantage of using ChatGPT. While almost no one sees no advantages

of using ChatGPT, there are strong gender differences in perceptions of usefulness as fol-

lows (fraction of male vs. female students in parentheses): believing that using AI improves

grades in a course (28% vs. 15%), increases accuracy or work quality (38% vs. 26%), and

improves the learning of course methods (56% vs. 43%). However, in terms of saving time,

there are no strong gender differences in perceptions, with around 74% of both male and

female students believing it is a main advantage of generative AI.

Gender Differences in Experience or Exposure. A gender gap in AI use and skills might be

driven by male and female students having different levels of experience or exposure to the

technology, through peers or their own previous experience. To measure exposure through

peers we asked participants to “indicate the percentage of people you believe use ChatGPT” for

three different groups: their group of friends, students in their course, and professors at

¹⁸The query asked to ChatGPT in the example provided was the following: “What is the poverty rate in Den-
mark?.” The participants were later asked, “Based on this response from ChatGPT, how much do you trust that the
poverty rate reported is accurate?” (see Appendix F.1).
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NHH.¹⁹ Figure 5c shows the average percentage indicated by the students for each of the

groups. There are no substantial gender differences in these beliefs with students stating

that almost 75% of friends and students in their course, and that about 45% of professors at

NHH use ChatGPT. To measure own experience we asked students whether they have “ever

received inaccurate or misleading information from ChatGPT?,” with possible answers being

“No, never,” “Yes, few times” and “Yes, many times,” as well as an option for those who

have not used it. In Figure 5c, the percentage of students who have experienced inaccurate

information is 15 pp higher for men than for women, the latter being only 28%.²⁰ Altogether,

this evidence suggests that male and female students think a large fraction of their peers

use generative AI tools, but may have had different individual experiences interacting with

generative AI chatbots.

3.5 Revisiting the gender gap in adoption and skill

Wenow aim to understand the relationship between the gender differences in the influencing

factors in the previous section and AI adoption and skills. To do this, we add baseline char-

acteristics and the preferences, perceptions and experience/exposure measures discussed

above as controls in the regression of the main adoption and prompting skills outcomes.

Whilemost of these controls are clearly not exogenous since they could both be consequences

as well as causes of students’ use and proficiency with generative AI, this exercise may help

understand which factors have a stronger influence or correlation with the main outcomes.

Table 2 presents the results after adding the controls to the raw estimates presented in Col-

umn 1. The group of controls added in each subsequent column is specified at the bottom of

each column.

In terms of the gender gaps in adoption using the high use and paid subscription out-

comes, we see that the raw gaps go from 15 pp to 0.8 pp in high use and from 12.6 pp to 3.5

pp in paid subscription (see Columns 1 and 6 of Panels A and B in Table 2). The raw gaps,

¹⁹To avoid concerns of men and women having different anchors when estimating this percentage, we provided
the following statement before the question: “A survey conducted among university students in the US in the
Spring of 2023 reports that 30% of students use ChatGPT for their schoolwork.”

²⁰Lower levels of inaccurate information for women may be due to lower levels of engagement with the technol-
ogy. It is not clear whether, conditional on the same experience with inaccurate information, men and women
would be pushed in different directions in terms of usage.
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initially both statistically and economically significant, become negligible in both respects

after incorporating the full set of controls. Columns 2-5, which add the groups of controls

individually in each column, suggest that the belief-based factors (cheating, overconfidence,

trust and usefulness) and preference-based factors (intrinsic utility or disutility of use) are

the ones that help reducing the gender gap the most for both the high use and subscription

outcomes. Table A1 shows the equivalent results for the “all the time” outcome with similar

results, although in this case the gender gap already becomes statistically insignificant when

adding academic controls and risk and time preferences. Figure A3 shows a selected set

of factors used as controls, by quintiles of the admission grades distribution, with multiple

instances showing gender differences in the top three quintiles.

In the success rate of the prompts (Panel C of Table 2) we do not see any sets of covariates

substantially reducing the gender gap. We perform a text analysis in Appendix C.1 using

a Lasso cross-validation methodology to identify the top keywords that predict a successful

prompt. Once controlling for keywords and number of characters, we can fully explain the

gender gap in prompting skills (see Table A3). This finding suggests that the length and

precision of prompts, particularly the use of keywords, are key factors driving the gender

gap in prompting success rates.

3.6 Lasso analysis to identify most important predictors of adoption

To find the most important factors correlated with adoption, we run a Lasso regression with

a penalization parameter (𝜆) chosen according to the one standard-error rule (Hastie et al.,

2015).²¹ We conducted the analysis using two main outcomes: use occasionally or all the

time and paid subscription.

For use occasionally or all the time the most predictive variables are: being a first year

student, whether students enjoy using ChatGPT, thinking that it improves learning of course

methods, how much they think their peers use it, and whether they have obtained inaccu-

rate information from ChatGPT.²² For the paid subscription outcome the most predictive

²¹The one-standard-error rule selects the largest 𝜆 for which the cross-validation (CV) function is within a stan-
dard error of the minimum of the CV function.

²²The coefficient is positive for the answer option receiving inaccurate information many times, which is the
option selected by the Lasso regression. The other options are having obtained inaccurate information few
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variables are: whether they enjoy using ChatGPT, how much they think their peers use it,

how persistent they are in terms of keeping trying when not obtaining the desired result, and

whether they think using it can help them improve their grade.

Overall, for both the subjective and objective adoption measures, how enjoyable students

find using generative AI tools and the behavior of their peers matter. For whether they are

willing to pay for them, persistence and thinking that it can help them improve their grade

are also important motivations.

4 The impact of policies on the gender gap in generative AI use

Given the policy discussions around the world on whether to ban or allow generative AI use

by students as part of formal education, we included in the student survey a policy experi-

ment to assess student responses to such policies.

4.1 Experiment design and main outcomes

We rely on a hypothetical vignette experiment as follows.²³ Students were presented with

a hypothetical scenario describing a course they would be hypothetically enrolled in. The

course description indicates how it is evaluated and we experimentally vary a statement of

whether the professor explicitly allows or forbids the use of ChatGPT in the course as follows:

Imagine you are enrolled in a course on Environmental Policy and Economic Impact.
This course explores the intersection of environmental regulations, economic incen-
tives, and their effects on industry practices and sustainability. The professor explic-
itly allows/forbids the use of ChatGPT during coursework. It is an 8-week course with
final evaluation given by a final in-person written exam.

Subsequently, students were asked: “Given this scenario, how likely are you to use ChatGPT

throughout the course?,” where the choice consists of indicating intended use in a 5-point scale

from “Very unlikely” to “Very likely.” The wording throughout the course was intended to

convey consistent use as opposed to using it in a single assignment.

times and never having obtained inaccurate information.
²³Unfortunately, randomizing this type of policy in real institutions would not be feasible as we suspect few
institutions would like to be part of such experiment and the number of institutions required to estimate the
effects is likely large.
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Stratifying by gender, we randomly allocated students into one of two treatment condi-

tions: (i) the professor explicitly allows the use of ChatGPT, and (ii) the professor explicitly

forbids the use of ChatGPT. This enables us to causally study the effects of the allow/forbid

policy on intended use.²⁴

4.2 Econometric specification

In this analysis, we estimate the gender gap in the policy reaction to allowing/forbidding

ChatGPT in the hypothetical course presented in the vignette experiment:

𝑦𝑖 = 𝛽0 + 𝛽1Male𝑖 + 𝛽2ChatGPT forbidden𝑖 + 𝛽3Male𝑖 × ChatGPT forbidden𝑖 + 𝑋𝑖𝛾 + 𝜖𝑖 (2)

The outcome 𝑦𝑖 is equal to 1 for students who state that they are likely or very likely to

use ChatGPT during the course. The coefficient 𝛽1 provides the estimated gender gap when

ChatGPT is allowed, 𝛽2 represents the policy response (from allowed to forbidden) among

women, and 𝛽3 measures the differential change in the policy response for men relative to

women. Similarly as in specification 1, we add different types of controls 𝑋𝑖 that help us

understand the influence of the preregistered factors on our results.

4.3 Main results

Figure 6 plots the raw gender gaps in intended use (likely or very likely to use) when Chat-

GPT is allowed or forbidden. When it is allowed, over 80% of both men and women intend

to use it. However, forbidding ChatGPT opens a large and statistically significant gap in in-

tended use. While male students respond to the ban with a decrease of 20.7 pp, from 87.3%

intending to use when allowed to 66.7% when forbidden, the response of female students is

much larger at 37.2 pp, from 82.8% when allowed to 45.6% when forbidden (see also Table

3, column 1). The point estimate for the gender gap in intended use following specification

2 is in Table 3, Column 1. When ChatGPT is explicitly allowed, the gap is 4.5 pp and not

²⁴A second layer of randomization was the type of evaluation of the course, which could be either an in-person
exam or a home exam. Given that there are no strong differences in the findings by type of evaluation, we
present the results for both types pooled. A discussion on the types of exam can be found in Appendix E.
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statistically significant. A gender gap in intended use equal to 16.6 pp opens up as a result

of the forbidding policy (see interaction coefficient). Overall, female students react more

strongly to policies banning ChatGPT use.

One of ourmost interesting results is the reaction to policies across the academic skill dis-

tribution in Figure 6. When the use of ChatGPT is explicitly allowed, men andwomen across

the distribution state a similar level of intended use, and gaps do not emerge at any level of

academic skill. Resembling the previous finding on current adoption, Figure 7a shows that

the top female students would be the ones reactingmore strongly to the forbidding policy. In

Figure 7b we see that male students respond to the forbidding policy quite homogeneously

across all quintiles and to a much lesser extent than female students.

We discuss a few points regarding our results on policy responses. First, we note that

intended use is higher for both men and women under the hypothetical scenario when Chat-

GPT is allowed in the course than the adoption measure in Section 3.3. Our take on this

difference is that, up to December 2023, there was no AI policy at NHH and without such

policy the default behavior is up to students’ interpretation, and some of them may interpret

no rule as not encouraged or allowed. Second, the heterogeneity in responses based on aca-

demic skill among female students weakens the argument that our results are influenced by

social desirability bias. One would have to make complicated assumptions on how social de-

sirability bias interacts with relative academic skill and gender to explain the results. Third,

inattention in vignette experiments is often a pervasive problem (Mas and Pallais, 2017) but,

again, for it to generate our results, one must make assumptions on how inattention differs

by gender and level of academic skill. We also note that in the vignette experiment female

and male students spent 32 and 31 seconds, respectively, a difference not statistically sig-

nificant. This suggests that inattention does not seem to be differential by gender.²⁵ Fourth,

the gender gap in responses to policy remains the same even after adding the set of controls

including background characteristics, and preferences, perceptions and exposure/experi-

ence regarding generative AI (Columns 2-6 in Table 3). Our interpretation of this result is

that inclinations towards rule-following, obedience to authority, and trust in the professor’s

²⁵Hainmueller et al. (2015) find no gender differences in stated behavior versus real behavior in their validation
exercise of survey experiments in comparison to behavioral benchmarks.
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recommendations may play crucial roles in shaping the divergence in intended use, consis-

tent with previous work showcasing gender differences in cheating (Kajackaite and Gneezy,

2017), and rule-following behavior (Kimbrough et al., 2024). These differences may be par-

ticularly relevant for top female students, who might place greater importance on how they

are perceived by their professors. Finally, as discussed in Section 3.3, we observe a gender

gap in adoption before the implementation of a transparent policy allowing the use of gener-

ative AI at NHH, while no gap exists after the policy was in place. This empirical fact aligns

with our findings in the vignette experiment.

Two crucial implications emerge from the findings on policy responses. First, the explicit

permission by the authoritative figure to use ChatGPT—in this case, the professor—closes

the gender gap in use, suggesting the potential of the policy to prevent the emergence of dis-

parities in the use of the technology. Second, there are potential unintended consequences of

banning ChatGPT in the classroom. Such a prohibition, intended to maintain a level playing

field or address concerns by educators, might inadvertently contribute to a gender gap in AI

adoption. By restricting access to this technology, female students could be placed at a dis-

advantage compared to their male peers, hindering their exposure to and familiarity with AI

tools. Taken together, explicit policies can have important implications on students’ adop-

tion of AI and potentially influence their prospects for success in a rapidly evolving labor

market. Next, we analyze whether this is likely to be the case.

5 Value of generative AI skills in the labor market

To assess the potential labor market consequences of the gender gap in the adoption of gen-

erative AI, we examine whether its use is valued by managers in two key decisions: hiring

and promotions. If employers value the use of generative AI in job candidates, gender gaps

in adoption could potentially translate into gender gaps in labor market outcomes. Finding

a job after college is a key measure of labor market success, and employers typically cannot

directly evaluate how much students have learned in college but rather observe the grades

they obtained. While the gender gap in adoption could affect various outcomes, such as
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how much students learn or the grades they obtain, we focused on a measurable and observ-

able labor market outcome: how managers evaluate job candidates, specifically comparing

those who signal possessing generative AI skills to those who do not. Since employers cannot

observe the counterfactual of how candidates’ grades or learning would have been without

generative AI use in college, our survey experiment with managers is uniquely suited to ex-

plore how gender differences in AI adoption affect early career success. Two preregistered

experiments were implemented in the manager survey.

5.1 Experiment design and main outcomes

Hiring experiment. We study hiring decisions in a conjoint-type experimental design, where

managers must evaluate hypothetical candidates represented by a short profile.²⁶ The can-

didates are applying for a typical job for recent graduates in the managers’ company. The

profiles contain basic information about the candidates, including gender, signaled through

name, grade in a core course of the bachelor’s program, skills, degree and age (see Figure A4

for an example of a profile). All job candidates presented to managers are recent NHH grad-

uates as we were interested in knowing the job market prospects for students as similar as

possible as those who answered our student survey. The managers were asked the following:

“Please give each candidate a score between 0 and 12 based on how well-qualified you think they

are for a typical job for recent graduates in your department/company.” Thus, our main outcome

corresponds to a score from 0 to 12, where 0 corresponds to an average candidate, 6 to a

good candidate, and 12 to an exceptional candidate. We opted to start the scale with average

as NHH is the top business school in Norway and the students in the profiles have either

average or good grades.

Three main dimensions in the profiles were manipulated. First, gender was represented

by assigning either a male or a female name. Second, we varied whether the candidate has

generative AI skills. This was represented as a bullet point indicating one of the following

skills: either (i) Expertise in MS Office or (ii) Expertise in generative AI (e.g., ChatGPT).²⁷

²⁶In a study validating hypothetical survey experiments, Hainmueller et al. (2015) found that, in the context of
voting on residence rights of foreigners in Switzerland, the choices stemming from evaluating short hypothet-
ical profiles predict real-life decisions.

²⁷A recent report documents an increase in LinkedInmembers globally addingAI skills likeChatGPT andCopilot
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Finally, the profile contained the grade and class distribution for a relevant course named

“Data Analysis for Economists.” Each candidate has one of two possible grade levels: (i)

high grades, which are students in the top 30% of their class (represented by grades A or B),

and (ii) low grades, which are students below the top 30% with grade C.²⁸

As the gender gap in adoption of generative AI among students emerged only at the top

of the academic skill distribution, we focus on estimating the returns of signaling generative

AI expertise for students with top grades. At the same time, we are interested in quantifying

whether an average male student could compensate for lower grades with AI expertise in

comparison to women with higher grades but no AI expertise. Therefore, the managers were

randomly presented two profiles out of five possible pre-specified types:

1. TopWoman No AI: a female candidate with high grades and no generative AI skills.

2. TopWoman AI: a female candidate with high grades and generative AI skills.

3. Top Man No AI: a male candidate with high grades and no generative AI skills.

4. Top Man AI: a male candidate with high grades and generative AI skills.

5. LowMan AI: a male candidate with average grades and generative AI skills.²⁹

The manager must give a score to each of the two candidates presented. After assigning

scores, the managers indicated which of the two they would select for an interview. In ad-

dition, for the selected candidate, the managers indicated what percentage they believe the

candidate would be able to negotiate on top of the initial salary offer. We use these latter two

outcomes for exploratory analysis.

To examine the value of generative AI skills for interview invitations, the randomization

procedure ensured that the majority of participants faced one candidate with AI skills and

to their profiles. In 2023, between 10 to 15% of LinkedIn members in industries from Administrative and
Support Services to Construction added AI aptitudes to their LinkedIn profiles, with certain professions such
as Content Writer reaching over 30% (Microsoft & LinkedIn, 2024).

²⁸The decision to show the grades and the distributionwasmade tomimic the way real applications are presented
in Norway, through a transcript where the grade of the student and the class distribution are shown. Moreover,
to generate variation in the characteristics, we presented grades A and B as top students, where the distribution
was different, but both signaled a student in the top 30%.

²⁹We did not include low woman treatments because we did not have a specific hypothesis to test for that group,
and opted for having fewer treatments to maximize statistical power.
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one candidate without AI skills. As several elements of the profile were manipulated si-

multaneously, we do not worry about potential experimenter demand effects, as it is unclear

for the managers which of the characteristics is the most meaningful for the experimenter

(Stantcheva, 2023).³⁰

As companies expect that the use of generative AI will become widespread in the near

future (Amazon Web Services, 2024), we also measured managers’ expected scores for some

profiles if the candidates were applying to a job at their company in three years. In this three-

year exercise, managers were only presented with one candidate out of two: (i) Top Woman

No AI, or (ii) Low Man AI. The goal was to measure whether, in the near future, generative

AI skills could compensate for lower grades relative to female candidates with high grades

but no AI skills.

Promotion experiment. Each manager was presented with one hypothetical scenario in

the workplace, where a manager makes a promotion decision after observing the output of

two workers: Daniel or Ida, and Martin or Emma. The scenario is presented as follows:

Daniel (Ida) and Martin (Emma) started working at a company at the same time in
the same type of job a few years ago. They are assigned a task that they must solve
individually. They can use all appropriate resources, including generative AI. Their
performance on this task will determine which of the two will be placed on the ‘career
development track’ at the company.

Recent research highlights productivity benefits of generative AI, including reduced task

completion time and enhanced output quality (for a review, see Capraro et al., 2024). Build-

ing on this, we design a scenario where we fix output quality and focus on reduced comple-

tion time. We study two randomly assigned situations that differ in the ways the workers’

performance time on the task is disclosed. First, wewant to identify whether aworker known

to have used generative AI to complete the task is rewarded when the AI use speeds com-

pletion. For this, in our treatment Known, participants were told the following: “Both Daniel

(Ida) and Martin (Emma) complete the task with the same level of quality. Daniel (Ida) took 8

days to complete it without generative AI. Martin (Emma) used generative AI and completed it

in 6 days.” However, the most realistic scenario in a work setting corresponds to a situation

³⁰For more details on the randomization, see Appendix D.
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in which it is not known whether a worker used generative AI or not. Thus, in our second

treatment, Unknown, participants were told: “Both Daniel (Ida) and Martin (Emma) complete

the task with the same level of quality. Daniel (Ida) took 8 days to complete it. Martin (Emma)

completed it in 6 days.”

Note that in both treatment arms, one worker is 25% faster in completing the task, re-

flecting the median productivity gain in the use of generative AI in work tasks according

to five recent experimental studies (Bick et al., 2024). Moreover, the only difference is that

in one scenario it is known who used generative AI, whereas in the other scenario it is not

known, corresponding to a more realistic setting, as it is difficult to detect the use of genera-

tive AI. The gender of the workers is also randomized through the names of the hypothetical

workers. Our main outcome is whether the fastest worker is selected for the “promotion

track.”

5.2 Econometric Specification

Our econometric specification aims to estimate the advantage of signaling generative AI

skills in hiring decisions in the conjoint-type experiment:

𝑦𝑖 = 𝛽0+𝛽1Top Woman AI𝑖+𝛽2Top Man No AI𝑖+𝛽3Top Man AI𝑖+𝛽4Low Man AI𝑖+𝑋𝑖𝛾+𝜖𝑖 (3)

The outcome 𝑦𝑖 is the score given to the candidate (either in the present or in three years).

Note that the baseline group corresponds to Top Woman No AI. The coefficient 𝛽1 provides

the score premium for top female candidates with generative AI skills, 𝛽3 − 𝛽2 represents the

AI-skill score premium among top male candidates, and 𝛽4 measures the differences in score

between a female candidate with high grades and no AI skills relative to a male candidate

with low grades and AI skills. As the level of observation in our analysis is each hypothetical

candidate evaluated, and eachmanager evaluates two candidates simultaneously, we include

manager fixed effects.

Two additional econometric specifications are used to estimate whether participants us-

ing generative AI in the workplace are rewarded in promotion decisions:
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𝑦𝑖 = 𝛽0 + 𝛽1Known𝑖 + 𝜖𝑖 (4)

𝑦𝑖 = 𝛽0 + 𝛽1Known𝑖 + 𝛽2Encouraged𝑖 + 𝛽3Known𝑖 × Encouraged𝑖 + 𝜖𝑖 (5)

The outcome 𝑦𝑖 is an indicator variable that takes the value 1 if the fastest worker was

selected for the “promotion track” and 0 otherwise. The explanatory variables “Known”

and “Encouraged” are indicator variables taking the value 1 if it was known to the manager

whether the fastest worker used generative AI, and if the manager currently works at a com-

pany with a policy that allows and encourages the use of generative AI, respectively, and 0

otherwise. Equation (4) aims to measure whether the majority of managers select the fastest

candidate in both cases, i.e., when generative AI use is known and the more realistic scenario

(not known). Equation (5) allows us to perform an exploratory analysis to study whether the

exposure of managers to policies at their companies can explain differences across known vs.

unknown treatments.

5.3 Main Results

Hiring. Managers gave an average score of around 6.5 to the hypothetical candidates, with

6 representing a “Good candidate” in the scale. Since each manager evaluates two candi-

dates, we ensure that in all our main analyses, the characteristics of the other candidate are

balanced on average (see Figure A5). Panel A of Table 4 reports the estimated coefficients

of equation (3). Column 1 compares the scores of the present hiring decision across pro-

file types. The estimated coefficient on “Top Woman AI” indicates that a premium in scores

exists for top female candidates with generative AI skills, who are evaluated with a score

7.6% higher than female candidates with a similar profile but without generative AI skills.

For male candidates, the premium in scores of signaling generative AI expertise—given by

the difference between the coefficients on “Top Man AI’’ and “Top Man No AI’’—is close to

zero and not statistically significant. Note that the scores for top male candidates with and

without AI skills and for top female candidates without AI skills are statistically the same.

Thus, our results suggest that female candidates with AI expertise would have an advantage
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in hiring decisions relative to other top candidates.³¹

We also find that male candidates with average grades and AI skills (“Low Man AI”) are

graded 11.1% lower than female candidates without AI skills. Grades still play an important

role in the evaluation, and men cannot compensate for their lower grades with their AI skills

when competing with top female students without AI expertise. Furthermore, we observe

that, in expectation, this difference persists at the same level in three years’ time (column 2).

An explanation for the premium benefiting only female candidates with generative AI

skills is that the generative AI expertise signal might be more informative in women than in

men. If adoption and skills in AI are perceived to be rooted in interest and experience in tech-

nology or STEM disciplines and women are less likely to be represented in STEM fields (e.g.,

Breda et al., 2023), differences in beliefs about who uses generative AI may affect the infor-

mativeness of the signal. In our setting, if a manager believes that female students are not as

likely asmale students to use generativeAI, the signal of expertisemight bemore informative

for women than for men. This is consistent with Bohren et al. (2019) who study evaluations

of men and women’s contributions on a large online platform in a field experiment. They

find that initially, without prior information, there is discrimination in evaluations against

women, generating different expectations towards men and women. However, once new in-

formation signals come in the form of objective reputation on the platform, a reversal takes

place. Women with high enough objective reputation receive higher subjective evaluations

than their male counterparts, due to different initial expectations.

To test this hypothesis, we asked managers about their perceptions of the gender gap in

generative AI use among students: “Do you think that male and female students use AI tools to

the same extent?” with choices: “Yes, to the same extent,” “No, male students use themmore,”

“No, female students use them more,” and “Don’t know.” Around 30% of managers had cor-

rect perceptions of the gap, i.e., that male students use AI tools more than women, while

38% believe men and women have similar use, 29% indicate they do not know, and only 2%

³¹The premium of using generative AI for top women is lower in magnitude to the returns of higher grades for
both men and women. For example, going from grade B to A—both representing students at the top 30% in
the class grade distribution—generates an increase in scores of 0.64 points (9.9%) and 0.53 points (8.5%) for
female candidates andmale candidates, respectively. For men, candidates with grade B have a score 0.44 points
(7.6%) higher than candidates with grade C. The increase in score for men of going from grade C (5.86) to A
(6.84) is of 16.7% (see Table A4).
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believe women use it more than men. In an exploratory analysis, Table A5 shows a break-

down of equation (3) estimates by the subsamples of managers with correct and incorrect

perceptions, with the score given to the hypothetical candidate as the dependent variable. A

positive premium in scores for women signaling AI skills emerges for managers who have

correct perceptions of the gap, yet this is not the case for managers with incorrect percep-

tions. Moreover, managers with both correct and incorrect perceptions show no significant

premium for men. The findings are consistent with the hypothesis that for managers who

expect women to use AI less than men, the generative AI signal from a female candidate is

stronger than from a male candidate.

Our results in scores over hypothetical candidates hold even when controlling for other

characteristics of the profiles and the managers, such as the grade and course distribution of

the hypothetical candidate, candidate order, and characteristics of the comparison candidate

fixed effects (see Table A6). In Appendix D we discuss additional evidence indicating that

managers are more likely to call the candidate with AI skills for an interview when faced

with one candidate with and the other without generative AI, holding their grades constant.

We also provide suggestive evidence that candidates with generative AI skills can negotiate

their salary more than candidates without those skills.

Finally, we validate the findings on the value of generative AI in hiring using two addi-

tional survey questions. First, managers indicated their level of agreement with the state-

ment: “I would prefer to hire a graduate with generative AI skills rather than a similar candidate

without generative AI skills,” with 44.9% of managers agreeing relative to 18.4% disagreeing.

For the second statement: “Having generative AI skills can help a graduate earn a higher salary

in their first job,” 40.9% of managers agreed relative to 18.8% disagreeing (see Figure A6).³²

Taken together, the evidence suggests that signaling generative AI skills is valuable in

hiring decisions, specifically for top women. If top women do not possess generative AI

skills, and thus do not signal them, they might be missing opportunities to increase their

chances of success in the labor market.

³²A significant share of between 35% and 40% of managers responded “Neither agree nor disagree” in both
questions.
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Promotions. Panel B of Table 4 summarizes our findings on whether productivity gains, due

to workers’ use of generative AI in the workplace, are rewarded. Column 1 estimates equa-

tion (4) and shows the proportion of managers who selected the fastest candidate for the

promotion track in each scenario, when it is known that the fastest candidate used genera-

tive AI, and the more realistic scenario in which it is not known. To have a point of reference,

consider the case when the two workers have the same level of skills and would have there-

fore performed equally in the absence of generative AI aid. In this case a manager would

select a worker randomly, with equal probability (50%). The majority of managers select

the fastest candidate in our two treatments, with the mean proportion across the known/un-

known treatments equal to 65%. When it is knownwho used generative AI, 56% ofmanagers

select the fastest candidate, a proportion higher than 50% at the 1% significance level. How-

ever, in the most realistic scenario where it is unknown whether a worker used it, 74% of

managers select the fastest candidate for the promotion track. Thus, if two equally skilled

workers are competing for the promotion track, a worker can increase their chances of being

selected by using generative AI productively in the workplace.

We take these findings as evidence that using generative AI in the workplace when there

are productivity gains would be rewarded in promotion decisions. However, the proportions

choosing the fastest candidate are not the same in the known vs. unknown treatments. Even

though in both cases a majority selects the fastest candidate, there is a substantial difference

(18 pp) in the selectionwhen it is known that the fastest candidate used generative AI relative

to when it is not known. A potential explanation for this finding could be the presence of

stigma by certain managers associated with the use of generative AI in the workplace. To

examine this hypothesis, we perform an exploratory analysis that tests whether company

policies affect managers’ answers, as the attitudes/policy of the company towards the use

of generative AI could formally determine the presence or not of stigma. Managers were

asked “What is your company’s attitude towards the use of generative AI tools at work?” with

responses: “It is allowed and encouraged,” “It is allowed but not actively encouraged,” “It is

neither explicitly allowed/encouraged nor prohibited/discouraged,” and “It is forbidden.” A

share of 31% of managers work at companies that allow and encourage the use of generative
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AI at work. Column 2 of Panel B shows the point estimates from equation (5). The “Known”

coefficient indicates that stigma is absent among the subsample of managers in companies

where the use of generative AI is encouraged and permitted. In these cases, managers select

the fastest candidate at a similar rate whether the use of generative AI is known or unknown.

Consistent with stigma, the difference in selecting the fastest worker is driven by managers

whowork in companieswhere generativeAI is not encouraged, as highlighted by the negative

and significant interaction coefficient “Known × Encouraged.”

This finding is particularly informative for two reasons. First, companies that hire NHH

graduates are overrepresented among those that allow and encourage generative AI use.³³

Figure A7 shows that 42% of companies that hire NHH/BI graduates allow and encourage

the use of generative AI relative to 22% of companies that do not hire graduates from these

institutions. We take this as evidence that prospective employees (current NHH students) in

our setting face primarily the demand side of the labor market without stigma and that gen-

erative AI skills among NHH graduates are likely to be rewarded in the workplace. Second,

the heterogeneity in managers’ behavior due to the influence of their exposure to companies’

policies resonates with our earlier findings on the effects of policies on the gender gap in AI

use. As per our previous findings, not only the gender gap in use by current students would

disappear with policies that allow/encourage the use of generative AI, but the productivity

gains would be rewarded by employers.

We provide further interpretation and additional results from the manager survey and a

discussion of social desirability bias in Appendix D.

6 Discussion and Conclusion

We conducted two surveys with students at NHH Norwegian School of Economics and man-

agers of companies in the sectors where NHH graduates are often employed. We find large

gender disparities in adoption of generative AI among students, and evidence that explicit

³³We can know this because we asked mangers whether their company employs newly graduated candidates
with a master’s degree in economics and administration, such as NHH: “Does your company/your department
employ newly graduated candidates with a master’s degree in economics and administration (for example,
candidates with a master’s degree from NHH or BI)?” BI is the second biggest business school, after NHH, and
their graduates posses a very similar profile to NHH graduates.
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policies banning/allowing generativeAI in educational institutionswould furtherwiden/close

the gender gap. Our findings are mainly driven by female students at the top of the grade

distribution. The manager survey indicates that top female students would greatly benefit

from acquiring generative AI skills as these are rewarded in hiring and promotions. Overall,

even though AI skills are valued by employers, our results suggest that low levels of adop-

tion among top women would not necessarily harm their labor market entry prospects, but

would rather limit their possibility to reach their full potential and career advancement.

The implications of these findings could significantly impact the career trajectories of

female students. Recent work indicates that while male and female graduates may start

with similar earnings in their first jobs, as is the case for NHH graduates (Bertrand et al.,

2019), men tend to earn more and advance faster over time (Bertrand et al., 2010; Cortés

et al., 2023). Although extensive research has explored why high-skill women’s careers lag

behind men’s (Bertrand, 2020; Goldin, 2014), our findings suggest that generative AI skills

can provide a crucial advantage for top female students entering the labormarket, potentially

mitigating these negative career trends. More broadly, gender disparities in generative AI

usage can create additional barriers during the transition to the labor market. These include

women not applying for jobs requiring AI skills, not being selected due to a lack of such

skills, or missing out on promotions and career advancement opportunities. These outcomes

could not only impact individual career prospects but also perpetuate gender imbalances,

hindering diversity and inclusion efforts.

As the rapid increase in adoption and capabilities of generativeAI technology has prompted

companies and institutions to discuss regulations or policies regarding its use, our findings

highlight the importance of carefully designing explicit policies for the technology’s use. We

demonstrate that explicit policies are consequential, as they can eithermitigate or exacerbate

disparities in usage. In industries where workers benefit from the use of generative AI in the

workplace, employers should implement active policies encouraging its use to prevent the

emergence of inequalities at work.

Our results also have wider implications regarding whether AI will reduce or exaggerate

existing inequalities between high- and low-skill workers. The results from early work sug-
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gest that AI can reduce inequalities between workers. An experiment with customer support

agents shows that low-skill agents using an AI tool that provides conversational guidance are

able to increase the number of issues resolved per hour to the level of high-skill agents, but

that high-skill agents reduce their work quality (Brynjolfsson et al., 2023). In education,

where human capital skills such as critical thinking and problem solving are being devel-

oped, it may be harder for lower-skill students to catch up to top students through the use

of AI. However, we still lack evidence on whether AI adoption affects students’ learning or

grades. While we cannot rule out that top students who use AI would see their quality of

schoolwork or learning reduced, we emphasize the key role of policies on how generative

AI could be used as a learning aid. Policies aimed at using AI as a complementary tool for

learning with clear guidelines on how to use it and how its use would be evaluated could pre-

vent becoming extremely reliant on AI and using it as a replacement of one’s own thought

or learning processes.

While it is likely too early to draw definitive conclusions, the evidence we present in this

paper, along with accumulating data on productivity gains, suggests that generative AI can

be beneficial for students entering the labor market. Although some suggest that gender

disparities in adoption will naturally disappear over time, our data suggests further consid-

eration. The persistent gender gap in paid subscriptions, even among older student cohorts

that have had more time to adapt to the technology, suggests that these disparities may not

resolve on their own, especially if paid versions become the ones that best complement stu-

dents’ and workers’ own efforts. Instead of relying on organic changes, well-designed poli-

cies can reduce the potential for learning losses and top female students with AI skills could

gain an advantage in hiring and promotions.

Finally, we suggest three avenues for further research. First, although our sample benefits

from a high degree of homogeneity among students, it remains important to explore how

our findings generalize to other educational programs and institutions. Second, our study

relies on hypothetical experiments due to the challenge of identifying exogenous variation

in relevant policies in a large scale. While we believe our findings reflect emerging trends in

the value of generative AI across education and labormarkets, future research could focus on

36



validating these results in other contexts. Third, it remains unclear whether selective use of

generative AI tools, as opposed to intensive use, leads to better output quality for students

and workers. Further research is needed to analyze how varying levels of usage intensity

affect productivity and output quality.
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7 Figures

Figure 1: Gender differences in adoption

Notes: The figure shows a bar plot with the percentage of women and men indicating each answer to the
question “How familiar are you with ChatGPT or similar tools?.” Within gender the percentages across
categories add up to 100%. A Wilcoxon rank-sum test shows that the distribution of answers for men and
women are different (p<0.01).
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Figure 2: Tasks for which students typically get AI help by gender

Notes: The figure plots the fraction of students who select the options on the vertical axis in the question:
“What type of tasks do you typically ask ChatGPT to help with? (Please select up to the most common three).”
The option “I don’t use it was added so students who do not use AI could answer the question. The main use
they report in the “Other” category is brainstorming. The stars reflect whether the raw gender gap is
statistically significant. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Figure 3: Gender differences in baseline use by admission grade quintiles

(a) Women

(b) Men

Notes: Panels (a) and (b) show the proportion of women and men, respectively, with high use of generative AI
(use occasionally or all the time) across the self-reported admission grade quintiles (328/595 respondents, of
which 145 are female and 183 are male). The plots present two sets of confidence bars: 95% (longer) to
determine whether the means by quintile are statistically different from zero, and 83% (shorter) to determine
whether the means across quintiles are different from each other. A chi-square test with 1 degree of freedom
testing the equality of the two correlations gives a statistic equal to 19.25 (p-value=0.000).
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Figure 4: Gender differences in prompt succcess by admission grade quintiles

(a) Women

(b) Men

Notes: Panels (a) and (b) show the average success rate in the prompting task for women and men, respectively,
across the self-reported admission grade quintiles (328/595 respondents, of which 145 are female and 183 are
male). The success rate is calculated running each student’s prompt 50 times on ChatGPT and recording how
many times the prompt gets the correct answer. The plots present two sets of confidence bars: 95% (longer) to
determine whether the means by quintile are statistically different from zero, and 83% (shorter) to determine
whether the means across quintiles are different from each other. A chi-square test with 1 degree of freedom
testing the equality of the two correlations gives a statistic equal to 0.77 (p-value=0.38).
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Figure 5: Potential factors influencing use and skill: gender differences in attitudes

(a) Perceptions (b) Preferences

(c) Exposure/experience

Notes: Panels (a) and (b) show, by gender, the percentage of participants whose answer aligns with each
statement on the left of the corresponding graph. Panel (a) shows the results for the statements related to
perceptions, while Panel (b) for the statements related to preferences. Panel (c) shows the variables capturing
the exposure/experience channel, where the first three rows indicate, by gender, the mean estimate of the
percentage of individuals that the participant believes use ChatGPT within the three indicated groups. The last
row shows the percentage of participants that indicated to have experienced inaccurate information from
ChatGPT. All gender gaps are raw estimates, without any controls. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Figure 6: Policy responses

Notes: The figure shows, by gender, the fraction of students that indicated “Somewhat likely” or “Very likely”
to the question of how likely would they use ChatGPT in the hypothetical course presented in the vignette
experiment. We show the estimates for the two randomly assigned scenarios: professor “forbids” and “allows”
treatment.
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Figure 7: Gender differences in policy response by admission grade quintiles

(a) Women

(b) Men

Notes: Panels (a) and (b) show the proportion of students who indicated “Somewhat likely” or “Very likely” to
the question of how likely would they use ChatGPT in the hypothetical course presented in the vignette
experiment for women and men, respectively, and across the self-reported admission grade quintiles (328/595
respondents, of which 145 are female and 183 are male). In brighter colors is the intended use in the professor
“allows” treatment, whereas in darker colors is the intended use in the “forbids” treatment. The plots present
two sets of confidence bars: 95% (longer) to determine whether the means by quintile are statistically different
from zero, and 83% (shorter) to determine whether the means across quintiles are different from each other.

49



8 Tables

Table 1: Gender differences in use

Panel A: Use ChatGPT occasionally or all the time (adoption)

Use occasionally/
all the time Has a subscription

(1) (2) (3)
Free Paid

Male 0.150∗∗∗ -0.071∗ 0.126∗∗∗

(0.038) (0.037) (0.030)

Constant 0.607∗∗∗ 0.326∗∗∗ 0.107∗∗∗

(0.030) (0.029) (0.019)

Controls No No No
Observations 595 595 595

Panel B: Prompting skills

Success rate
Time spent
(seconds) No. of characters

(1) (2) (3)

Male 0.094∗∗∗ 1.073 31.646∗∗∗

(0.034) (5.774) (9.903)

Constant 0.278∗∗∗ 129.000∗∗∗ 145.363∗∗∗

(0.024) (4.417) (7.162)

Controls No No No
Observations 595 595 595
Notes: Estimates from specification 1 without controls. Panel A Column 1 shows the
gender gap in adoption using the binary variable equal to 1 if the students report
using AI occasionally or all the time and 0 if has only used it few times or never.
Panel A Columns 2 and 3 show whether students self-report having a free or paid
subscription to a generative AI chatbot such as ChatGPT. Panel B Column 1 reports
gender gaps in the success rate of the prompts in getting the correct name of the
visual phenomenon. The success rate is calculated running each student’s prompt
50 times on ChatGPT and recording how many times the prompt gets the correct
answer. Panel B Columns 2 and 3 show, respectively, time spent writing the prompt
and number of characters written. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table 2: Gender difference in adoption and skill adding controls

(1) (2) (3) (4) (5) (6)

Panel A: Use ChatGPT occasionally or all the time (adoption)

Male 0.150∗∗∗ 0.074∗ 0.050 0.034 0.080∗∗ 0.008
(0.038) (0.039) (0.033) (0.038) (0.034) (0.036)

Constant 0.607∗∗∗ 0.623 0.598∗∗∗ 0.166 0.221∗∗∗ 0.147
(0.030) (0.380) (0.143) (0.188) (0.074) (0.339)

Controls None
Academic,
risk & time Preferences Perceptions

Exposure/
experience All

Observations 595 595 595 595 595 595

Panel B: Paid subscription

Male 0.126∗∗∗ 0.075∗∗ 0.081∗∗∗ 0.046 0.108∗∗∗ 0.035
(0.030) (0.034) (0.029) (0.031) (0.030) (0.033)

Constant 0.107∗∗∗ -0.586∗ 0.042 0.340 -0.136∗∗ -0.732∗

(0.019) (0.334) (0.086) (0.222) (0.061) (0.384)

Controls None
Academic,
risk & time Preferences Perceptions

Exposure/
experience All

Observations 595 595 595 595 595 595

Panel C: Prompting success rate

Male 0.094∗∗∗ 0.079∗∗ 0.085∗∗ 0.108∗∗∗ 0.085∗∗ 0.085∗∗

(0.034) (0.039) (0.035) (0.031) (0.036) (0.035)

Constant 0.278∗∗∗ -0.729∗ 0.521∗∗∗ 0.867∗∗∗ 0.453∗∗∗ 0.174
(0.024) (0.382) (0.187) (0.128) (0.078) (0.341)

Controls None

Baseline use,
academic,
risk & time Preferences Perceptions

Exposure/
experience All

Observations 595 595 595 595 595 595
Notes: Panels A and B show point estimates on gender gaps in self-reported adoption and having a paid sub-
scription. Panel C shows point estimates on gender gaps in the success rate of the prompt provided by students.
Each column indicates what control variables are included in the regression at the bottom of the column. Column
1 presents raw estimates and Column 6 includes all controls. Columns 2-5 add groups of controls one by one.
Academic controls include year in college, admission grade and an indicator for whether the admission grade is
missing. Risk and time preferences are collected using the survey questions from the World Preferences Survey.
Preferences include questions on whether students enjoy or find it difficult to use ChatGPT, as well as a measure
of persistence in using ChatGPT. Perceptions include views on whether ChatGPT is equivalent to cheating, how
useful it is, trust and overconfidence in own ChatGPT skills. Exposure/experience refers to what fraction of their
friends, other students in their class and NHH professors use ChatGPT. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table 3: Policy responses to forbidding or allowing ChatGPT

Intended use

(1) (2) (3) (4) (5) (6)

Male 0.045 -0.050 -0.028 -0.053 -0.001 -0.082∗

(0.042) (0.041) (0.040) (0.042) (0.040) (0.045)
ChatGPT forbidden -0.372∗∗∗ -0.376∗∗∗ -0.391∗∗∗ -0.382∗∗∗ -0.356∗∗∗ -0.384∗∗∗

(0.054) (0.048) (0.051) (0.049) (0.050) (0.049)
Male × ChatGPT forbidden 0.166∗∗ 0.182∗∗∗ 0.198∗∗∗ 0.190∗∗∗ 0.173∗∗∗ 0.204∗∗∗

(0.071) (0.066) (0.067) (0.065) (0.065) (0.065)
Constant 0.828∗∗∗ 0.640∗ 0.640∗∗∗ 0.308 0.529∗∗∗ 0.183

(0.033) (0.376) (0.201) (0.261) (0.078) (0.535)

Controls None

Baseline use,
academic,
risk & time Preferences Perceptions

Exposure/
experience All

Observations 595 595 595 595 595 595

Notes: The table shows point estimates from specification 2 on gender gaps in responses to the professor “allows” or “forbids” policies.
Each column title indicates what control variables are included in the regression. Column 1 presents raw estimates and Column 6
includes all controls Columns 2-5 add groups of controls one by one. Academic controls include year in college, admission grade and
an indicator for whether the admission grade is missing. Risk and time preferences are collected using the survey questions from
the World Preferences Survey. Preferences include questions on whether students enjoy or find it difficult to use ChatGPT, as well as
a measure of persistence in using ChatGPT. Perceptions include views on whether ChatGPT is equivalent to cheating, how useful it
is, trust and overconfidence in own ChatGPT skills. Exposure/experience refers to what fraction of their friends, other students in
their class and NHH professors use ChatGPT. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table 4: The value of generative AI knowledge in the labor market

Panel A: Hiring decisions

Score Score (3y)
(1) (2)

Top Woman AI 0.483∗∗∗

(0.143)
Top Man No AI -0.010

(0.160)
Top Man AI 0.053

(0.153)
Low Man AI -0.712∗∗∗ -0.708∗∗∗

(0.156) (0.163)

Top Woman No AI (mean) 6.386 6.562
Men AI premium (p-value) 0.646 -
Fixed Effects Manager None
Observations 2,286 1,143

Panel B: Promotion decisions

Fastest worker selected
(1) (2)

Constant 0.740∗∗∗ 0.774∗∗∗

(0.018) (0.031)
Gen AI use: Known -0.181∗∗∗ -0.077

(0.028) (0.047)
Policy: Not Encouraged -0.049

(0.038)
Known × Not Encouraged -0.154∗∗∗

(0.058)

Share Known > 50% (p-value) 0.005 -
Observations 1,143 1,143

Notes: Panel A shows estimates from equation (3), with scores as a dependent
variable (values 0 to 12). Column 1 shows the comparison of scores towards the
5 types of hypothetical candidates, represented by an indicator variable for each
type of candidate, and with “Top Woman No AI” as the benchmark. As each man-
ager evaluated two candidates, we include manager fixed effects. We report the
p-value a two sided test with H0: 𝛽3 − 𝛽2 = 0, which tests whether there is a non-
zero premium of generative AI skills in score for male job candidates. Column
2 shows the comparison of the expected scores given in three years time towards
the candidates Top Woman No AI and Low Man AI. Panel B reports the estimates
from equation (4) (column 1) and equation (5) (column 2) without controls. We
report the p-value for a two-sided test that H0: 𝛽0 +𝛽1 = 0.5, that tests whether the
proportion that selected the fastest candidate in the “Known” treatment is higher
than 50%. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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A Appendix Figures

Figure A1: Distribution of admission grades by gender

Notes: The plot shows the density of self-reported admission grades separately for male and female students.
Admissions take into account the high school GPA that is between 1 and 6. If not admitted to their intended
program fresh from high school, students can take extra credits and increase their GPA to apply again. This is
the reason why the admission grade can be above 6. NHH admits students through two quotas: 50% get in as
first-time applicants and 50% in the ordinary quota which allows taking extra credit courses.
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Figure A2: Confidence in own prompt and success rates by level of confidence, and overcon-
fidence

(a) Confidence in own prompt

(b) Success rate by level of confidence

(c) Under or overconfidence in their prompt being suc-
cessful

Notes: Panel (a) shows a bar plot with the percentage of women and men indicating each answer to the question
“How confident do you feel that the query you just provided will make ChatGPT get the information you
need?”, which they answered after the prompting skills task. Panel (b) shows the average success rate for each
answer option in the confidence question. Panel (c) plots, by gender, a categorical variable where students were
classified as follows: (i) underconfident if they indicated “Not confident at all” and had a success rate higher
than 0.5, (ii) neither over- nor underconfident if they indicated some level of confidence and their success rate
was higher than 0.5, and (iii) overconfident if they indicated some level of confidence but their success rate was
lower than 0.5.
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Figure A3: Influencing factors across the admission grade quintiles, by gender

(a) Agree: Enjoyable to use (b) Disagree: Difficult to use

(c) Disagree: Using in assignments is
cheating

(d) Disagree: Using in learning is
cheating

(e) Helps with learning (f) Helps increase grades

(g) Persistence: ≥ two attempts (h) Got inaccurate info. many times

(i) Overconfident in prompt (j) Belief: % peers using AI

All plotted variables are binary. Agree/disagree include responses somewhat and completely agree/disagree.
Persistence measures whether the student makes at least two additional attempts when ChatGPT does not
provide the desired answer at first. Overconfidence measures whether the success rate of the prompt is less
than 50% and the student reported being very or extremely confidence about the prompt.
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Figure A4: Example of short profiles

(a) Profile for: Top Woman No AI

(b) Profile for: Top Woman AI

Notes: The figure shows two examples of profiles of top-performing women—top 30% in class distribution of
the course—presented to the managers. In the experiment, the name of the participant, the skills, the grade
and grade distribution, and the age are randomly varied. In Figure (a), we show a high-skill female candidate
without generative AI skills, and in Figure (b), we show a high-skill female candidate with generative AI skills.
The profiles shown to managers were in Norwegian. The grade distribution is usually shown in the transcripts
that employer evaluate when hiring new graduates.
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Figure A5: Balance analysis for the characteristics of the other candidate not being specifi-
cally evaluated

Notes: As the manager evaluates two candidates, we compare the characteristics of the “comparison
candidate”—who is not being specifically evaluated—across the different “evaluated candidate” types. The
figure shows for each evaluated candidate type the percentage of evaluated candidates who have a comparison
candidate with the attribute indicated in the x-axis. The plots present two sets of confidence bars: 95% (longer)
to determine whether for each attribute the proportion by type are statistically different from zero, and 83%
(shorter) to determine whether for each attribute the proportion by type are are different from each other. The
relevant comparisons for our analysis are the preregistered comparisons of “Top Woman AI vs Top Woman No
AI”, “Top Man AI vs Top Man No AI” and “Top Woman No AI vs Low Man AI”. The lowest p-value testing the
difference in proportions in all relevant comparisons across attributes correspond to the difference between
“Top Woman AI and Top Woman No AI” for the attribute Grade: A, which is p=0.23.
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Figure A6: Value of generative AI skills in hiring (agreement with statements)

(a) I would prefer to hire a graduate with generative AI skills rather than a similar
candidate without generative AI skills.

(b) Having generative AI skills can help a graduate earn a higher salary in their
first job.

Notes: Panels (a) and (b) show the distribution of the answers of the extent to which managers agree/disagree
the statements indicated in subcaptions.
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Figure A7: Company’s policy by whether the company usually hires NHH/BI students

Notes: Managers are asked in the survey: “Does your company/your department employ newly graduated
candidates with a master’s degree in economics and administration (for example, candidates with a master’s
degree from NHH or BI)?” We split the sample into two, for participants who answered “Yes” and participants
who answered either “No” or “Don’t know”. For each subsample, we plot their answers to the question: “What
is your company’s attitude towards the use of generative AI tools at work?” Within each subsample (each
color), the bars add up to 100%.
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Figure A8: Familiarity of managers with generative AI, by gender of the manager

Notes: The figure shows a bar plot with the percentage of female and male managers indicating each answer to
the question “How familiar are you with ChatGPT or similar tools?.” Within gender the percentages across
answer options add up to 100%.
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Figure A9: Salary negotiation potential of a candidate with and without generative AI skills

Notes: We consider the subsample of candidates whose evaluating manager faced two candidates with high
grades where one candidate has generative AI skills and the other does not have generative AI skills. The bar
plot shows the salary negotiation potential conditional on the candidate being selected for the interview for the
indicated subsample. The plot represents the answers to the question: “Imagine that the selected candidate is
offered the position and receives an offer of a starting salary. The candidate can negotiate the starting salary.
What do you think is the maximum starting salary this candidate will be able to get in this job?.” In the plot,
we show two distributions: (i) when the candidate selected has generative AI skills and (ii) when the candidate
selected does not have generative AI skills. Within candidate type, the bars sum up to 100%.
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Figure A10: Distribution of scores by whether the candidate was shown first or second

Notes: Each manager evaluates two hypothetical candidates and the order of appearance is randomized. The
bar plot shows the distribution of scores given to all hypothetical candidates, by the order whether the
candidate was the first or the second candidate the manager evaluated. The dashed lines correspond to the
mean score for first and second candidates. The two means are statistically different at the 5% level.
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Figure A11: Level of agreement to the following statement: “For my company, I think the
advantages of generative AI outweigh the disadvantages”

Notes: The plot shows the distributions of the answers to the statement for the full sample of managers. The
bars add up to 100%.
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Figure A12: Level of agreement to the following statement: “If a student achieves higher
grades by using generative AI, it is because the AI tools effectively improve learning, rather
than replace individual effort”

(a) For the full sample

(b) By the policy at the manager’s company

Notes: Panels (a) and (b) show the distribution of the answers for the statement indicated. Panel (a) shows the
distribution of the answers for the full sample. Panel (b) shows the distribution of answers after splitting the
sample in two, according to whether in the company where the manager works the use of generative AI in the
workplace is allowed and encouraged, or not. For each subset of managers, the bars add up to 100%.
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B Appendix Tables

Table A1: Robustness: Gender gap in using generative AI all the time

(1) (2) (3) (4) (5) (6)

Male 0.143∗∗∗ 0.069 0.049 -0.010 0.096∗∗∗ -0.019
(0.039) (0.042) (0.036) (0.039) (0.037) (0.039)

Constant 0.300∗∗∗ -0.383 0.423∗∗∗ 0.173 -0.151∗∗ -0.661
(0.028) (0.412) (0.122) (0.193) (0.075) (0.424)

Controls None
Academic,
risk & time Preferences Perceptions

Exposure/
experience All

Observations 595 595 595 595 595 595

Notes: The outcome is defined as 1 if the student uses generative AI all the time and 0 otherwise (including
when using occasionally). Each column indicates what control variables are included in the regression at the
bottom of the column. Column 1 presents raw estimates and Column 6 includes all controls. Columns 2-5 add
groups of controls one by one. Academic controls include year in college, admission grade and an indicator for
whether the admission grade is missing. Risk and time preferences are collected using the survey questions
from the World Preferences Survey. Preferences include questions on whether students enjoy or find it difficult
to use ChatGPT, as well as a measure of persistence in using ChatGPT. Perceptions include views on whether
ChatGPT is equivalent to cheating, how useful it is, trust and overconfidence in own ChatGPT skills. Expo-
sure/experience refers to what fraction of their friends, other students in their class and NHH professors use
ChatGPT. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A2: Generative AI adoption by course and year in which survey was administered

Adoption Has a subscription

(1) (2) (3) (4)
Use occasionally/

all the time Use all the time Free Paid

Panel A: Students in first year course (2023)

Male 0.273∗∗∗ 0.160∗∗∗ 0.014 0.117∗∗∗

(0.058) (0.047) (0.052) (0.032)

Constant 0.338∗∗∗ 0.125∗∗∗ 0.243∗∗∗ 0.022∗

(0.041) (0.028) (0.037) (0.013)
Controls No No No No
Observations 280 280 280 280

Panel B: Students in third year course (2023)

Male -0.031 0.151∗∗ -0.133∗∗ 0.095
(0.045) (0.070) (0.065) (0.063)

Constant 0.897∗∗∗ 0.437∗∗∗ 0.368∗∗∗ 0.241∗∗∗

(0.033) (0.053) (0.052) (0.046)

Controls No No No No
Observations 206 206 206 206

Panel C: Students in second year and master’s courses (2024)

Male 0.036 -0.021 -0.199∗∗ 0.152∗∗

(0.066) (0.097) (0.094) (0.072)

Constant 0.851∗∗∗ 0.553∗∗∗ 0.489∗∗∗ 0.106∗∗

(0.052) (0.073) (0.074) (0.045)

Controls No No No No
Observations 109 109 109 109
Notes: Students were approached in one of the core courses in each of the three years of the bachelor’s
program and in the master’s program. Students get the “siviløkonom” degree by doing three years of
bachelor’s courses and two years of master’s. We obtained most of the sample from students in first and
third year courses, who answered the survey at the end of November 2023. We approached the second
year and master’s course in March-April 2023, but few students were present when we conducted the
survey. Students who took the survey twice are only counted in the 2023 data. 28 master’s students who
answered the survey in 2023 are combined with the master’s students answering in 2024 in Panel C.
Each column contains the estimates from specification 1 using as outcomes the variables in the column
labels as defined before. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A3: Gender differences in success rates adding controls for prompt characteristics

Prompt success rate

(1) (2) (3) (4)

Male 0.094∗∗∗ 0.045 0.033 0.009
(0.034) (0.031) (0.030) (0.028)

Constant 0.278∗∗∗ 0.056∗∗ 0.220∗∗∗ 0.070∗∗∗

(0.024) (0.023) (0.022) (0.020)

Controls None N. Char. Keywords Both
Observations 595 595 595 595

Notes: The table shows point estimates from specification 1 on gender
gaps in success rates of the prompts provided by students. The first col-
umn replicates the main result with no controls presented in Tables 1
and 2. In Tables 2, none of the control variables helped explain the gen-
der gap in success rates of the prompt, so we add here controls for the
characteristics of the prompt: number of characters written (column 2),
keywords according to the methodology explained in appendix C.2 (col-
umn 3), and both controls together (column 4). ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05,
∗∗∗ 𝑝 < 0.01.
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TableA4: OLS estimates of a regression on the score given to a candidate by grade and gender
of candidate

Score
(1) (2)

Woman: grade A 0.642∗∗∗ 0.629∗∗∗

(0.159) (0.157)
Man: grade A 0.371∗∗ 0.354∗∗

(0.151) (0.149)
Man: grade B -0.162 -0.172

(0.155) (0.154)
Man: grade C -0.605∗∗∗ -0.748∗∗∗

(0.147) (0.146)

Manager FEs Yes Yes
AI skills FEs No Yes

Woman: grade B (mean) 6.465 6.465
Men A-B premium (p-value) 0.000 0.000
Men B-C premium (p-value) 0.004 0.000
Diff Men vs Women A-B (p-value) 0.600 0.618
Diff Men A vs Women A (p-value) 0.073 0.067
Observations 2,286 2,286

Notes: The table shows the estimates from a regression with the de-
pendent variable being the score given to a candidate (0 to 12). The
explanatory variables correspond to indicator variables that take value
1 if the candidate was a woman (man) with grade A (B or C), and 0 oth-
erwise. We incorporate manager fixed effects as managers evaluate two
candidates. In column 2 we also incorporate a fixed effect of whether
the candidate evaluated has AI skills. We report the p-value of a series
of two-sided tests for linear combinations of the parameters. First, a
test for the significance of the premium of having grade A relative to B
for male students (H0: 𝛽2 − 𝛽3 = 0), second, a test for a premium of hav-
ing grade B relative to C for male candidates (H0: 𝛽3 − 𝛽4 = 0). We also
provide two additional tests that compare grade returns in scores for
men and women. First, we compare the A-B premium for men versus
women (H0: 𝛽2−𝛽3−𝛽1 = 0), and second, we compare whether men and
women with grade A are scored differently (H0: 𝛽1 − 𝛽2 = 0). ∗ 𝑝 < 0.10,
∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A5: Role of perceptions of gender gaps in explaining hiring decisions

Perceptions of Gender Gap: Correct Incorrect

(1) (2) (3) (4)

Top Woman AI 0.877∗∗∗ 0.826∗∗∗ 0.263 0.205
(0.279) (0.274) (0.164) (0.160)

Top Man No AI 0.262 0.254 -0.160 -0.148
(0.319) (0.316) (0.184) (0.179)

Top Man AI 0.573∗ 0.514 -0.241 -0.323∗

(0.320) (0.314) (0.171) (0.170)
Low Man AI -0.770∗∗ -0.798∗∗ -0.730∗∗∗ -0.735∗∗∗

(0.344) (0.348) (0.170) (0.166)

Manager FEs Yes Yes Yes Yes
Grade Distribution FEs No Yes No Yes
Gender Manager FEs No Yes No Yes
Order of Candidate FEs No Yes No Yes

Top Woman No AI (mean) 6.227 6.227 6.462 6.462
Men AI premium (p-value) 0.219 0.304 0.621 0.284
Observations 680 680 1,556 1,556
R2 0.81 0.81 0.85 0.86

Notes: We report a breakdown of the analysis on evaluations of candidates by whether
the managers have correct or incorrect perceptions over the gender gap in generative AI
use by students. Columns 1 and 2 show the estimates of equation (3) for the subsample
of managers that indicated in a survey question that “Male students use generative AI
tools more than female students”. Columns 3 and 4 correspond to the same analysis
for the subsample of managers who did not indicate that male students use generative
AI tools more than female students. Columns 1 and 3 correspond to the preregistered
specification with manager fixed effects, whereas columns 2 and 4 include other sets of
fixed effects as in our analysis in Table A6. We report the p-value a two sided test with
H0: 𝛽3 − 𝛽2 = 0, which tests whether there is a premium of generative AI skills in score
for male students. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A6: Robustness: OLS estimates of a regression on the score given to a candidate by
type of candidate under different sets of controls

Score
(1) (2) (3) (4) (5) (6)

Top Woman AI 0.483∗∗∗ 0.415∗∗∗ 0.490∗∗∗ 0.424∗∗∗ 0.483∗∗∗ 0.461∗∗∗

(0.143) (0.141) (0.142) (0.140) (0.143) (0.140)
Top Man No AI -0.010 -0.017 0.002 -0.005 0.702∗∗∗ -0.025

(0.160) (0.158) (0.158) (0.157) (0.146) (0.158)
Top Man AI 0.053 -0.015 0.035 -0.029 0.765∗∗∗ 0.036

(0.153) (0.154) (0.152) (0.153) (0.148) (0.152)
Low Man AI -0.712∗∗∗ -0.729∗∗∗ -0.714∗∗∗ -0.730∗∗∗

(0.156) (0.155) (0.155) (0.155)

Manager FEs Yes Yes Yes Yes Yes Yes
Grade Distribution FEs No Yes No Yes No No
Order of candidate FEs No No Yes Yes No No
Comparison cand. gender FEs No No No No Yes No
Comparison cand. grade FEs No No No No No Yes

Men AI premium (p-value) 0.646 0.986 0.809 0.862 0.646 0.656
Observations 2,286 2,286 2,286 2,286 2,286 2,286
R2 0.84 0.84 0.84 0.84 0.84 0.84

Notes: The table shows the estimates from specification 3 under different sets of fixed effects. Our baseline specifica-
tion (column 1) includes manager fixed effects, as each manager evaluates two hypothetical candidates. We consider
three additional sets of fixed effects in our analysis, which are: the grade distribution of the class of the candidate
(column 2), and whether the candidate was presented first or second (column 3). Additionally, column 4 corresponds
to the regression including all aforementioned fixed effects. Finally, column 5 and 6 correspond to fixed effects corre-
sponding to the characteristics of the other candidate that is not specifically evaluated, regarding gender and grade,
respectively. We report the p-value of a two sided test with H0: 𝛽3 − 𝛽2 = 0, which tests whether there is a premium of
generative AI skills in score for male students. ∗ 𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A7: Differences on treatment effect of knowing whether the fastest worker uses gen-
erative AI by gender of the worker

Fastest in Promotion
(1)

Constant 0.811∗∗∗

(0.023)
Gen AI use: Known -0.251∗∗∗

(0.038)
Fastest worker: Male -0.140∗∗∗

(0.036)
Known × Male 0.138∗∗

(0.055)

Observations 1,143
R2 0.05

Notes: The table reports the estimates from pre-specified
equation that evaluates the gender of the fastest worker in
the decision to choose which of two workers to recommend
for the promotion track. The specification is similar to equa-
tion (5), but we change the explanatory variable “Encour-
age” for an indicator variable “Male” which takes value 1
if the gender of the fastest worker is male and 0 otherwise.
The regression is estimated without controls. ∗ 𝑝 < 0.10, ∗∗
𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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Table A8: The additional treatment effect of the policy experiment when the evaluation is a
home exam

Intended use
(1)

Constant 0.878∗∗∗

(0.038)
Male -0.001

(0.052)
ChatGPT forbidden -0.417∗∗∗

(0.069)
Home Exam -0.112∗

(0.067)
Male × ChatGPT forbidden 0.210∗∗

(0.092)
Male × Home Exam 0.102

(0.085)
Forbids × Home Exam 0.098

(0.110)
Male × ChatGPT forbidden × Home Exam -0.098

(0.143)

Observations 595
R2 0.13

Notes: The table shows point estimates from specification 2 adding an
interaction on all coefficients with an indicator variable named “Home
exam”which takes value 1 if the final evaluation of the hypothetical course
is given by a home exam. The regression has no additional control vari-
ables. The results from the main policy experiment showing that female
students respond much more than male students to a forbidding policy
hold, regardless of whether the final exam is in person or at home. ∗
𝑝 < 0.10, ∗∗ 𝑝 < 0.05, ∗∗∗ 𝑝 < 0.01.
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C Student survey

C.1 Prompting skills measure

We developed a measure of proficiency in the use of generative AI, where we presented stu-

dents with an image of the “Ebbinghaus illusion” and asked them to write in a text box the

query/prompt they would provide to ChatGPT to arrive at the correct official name of the

visual phenomenon represented by the image.

Although our novel measure provides insights into differences in skills and use of Chat-

GPT by gender, there are some limitations to our approach. We decided to use an image that

could not be copied and pasted into a text box to ensure that students would engage with the

task properly. However, we did not anticipate potential gender differences in visual recog-

nition of images, as documented in some studies (Phillips et al., 2004). These studies are

based on small samples, and therefore, we made an attempt to address this concern. In our

last data collection (April 2024), we asked the following question to students after showing

a picture of the Ebbinghaus Illusion: “What do you think the image presented is about?’’ We

provided three incorrect choices, a choice where they could indicate “I am not sure,’’ and

the correct answer, “Equal-size circles appear to be of different sizes.’’ We used this question

to assess whether men and women in our sample recognized the goal of the image better.

However, the data collection resulted in a small sample (n=64), which does not allow us to

perform statistical analyses with sufficient power. We found that men were more likely to

recognize what the image was about (62% of men versus 45% of women); however, given the

small sample size, the difference is not significant, and we cannot draw strong conclusions.

As a consequence, we do not emphasize gender differences in this measure, yet we high-

light that women at the top of the distribution are as good at prompting as men, a result that

would not be driven by the suggested bias.
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C.2 Methodology to identify keywords

We analyze the text data of the prompt exercise performed by the students, where we are

interested in determining what makes a prompt successful at achieving the desired result.

In addition to the number of characters, we aim to identify what keywords used make a

prompt more likely to be successful. We present how the gender gap in prompt success rates

disappears when controlling for number of characters and keywords in Table A3.

Each student provided a paragraph in open-ended text as an answer to the prompt ex-

ercise question. From each paragraph, we first remove “stopwords,” which correspond to

common words in the English language which are not informative such as “the,” “and,” etc.

We then process them into tokens, for which we use word stems of the remaining words. For

each student, we remove duplicate stems, in order to analyze the impact of an individual

word on success rate, and avoid bias emerging from certain words being used more often in

the English language. Once we have the text data as unique tokens for each level of obser-

vation (student), we generate a matrix of binary variables that indicates the use by a student

of each word present in the experiment. Using this matrix, we run a Lasso regression, with

tuning parameter optimized using cross-validation, of the success rate as the dependent vari-

able and indicator variables for each word used in the experiment as explanatory variables.

This would give us an estimated coefficient for each word, relating its use with the success

of the prompt. We estimate the regression 100 times, to get a distribution of coefficients for

each word. To select the top 5 and top 10 keywords, we order them by their mean estimated

coefficient:

Top Keywords Mean coefficient
(Success Rate)

appear 0.304
ident 0.297
compar 0.295
equal 0.266
effect 0.251
size 0.246
optic 0.244
make 0.244
illus 0.239
due 0.224
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D Manager survey

D.1 Randomization procedure for conjoint experiment

In the conjoint experiment, each manager is presented with two randomly selected hypo-

thetical candidate profiles. They must evaluate each candidate and select one of them for an

interview. This section outlines the randomization procedure.

There are 10 possible profiles (see Figure A13 below), where all have the same probabil-

ity of being presented to the candidate. Three features of the design allow us to compare

candidates with and without AI skills, without concerns of experimenter demand effects.

First, to reduce concerns about experimenter demand effects, we represent the 5 types of

candidates of interest through two different distributions of grades for the course: the A and

B distributions. In both distributions, we keep fixed that a “Top” student corresponds to a

student in the Top 30%. That gives us 10 profiles.

Second, in order to ensure that a manager is likely to face both a candidate with and

without generative AI skills, we divide the set of 10 profiles into two subsets:

1. Candidates with AI skills (5 profiles):

• Top Woman AI: A and B distribution.

• Top Man AI: A and B distribution.

• Low Man AI: A distribution.

2. Candidates without AI skills, except for the low man (5 profiles):

• Top Woman No AI: A and B distribution.

• Top Man No AI: A and B distribution.

• Low Man AI: B distribution.

In the experiment, one of the two candidates is drawn from set 1, and the other candidate

is drawn from set 2, with equal probability in both. In this way, we ensure that each profile

has an equal probability of being presented. Furthermore, a majority of the managers will

be presented with a candidate with AI skills and one without, which allows us to study the

exploratory variable of which candidate was selected.
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Figure A13: Possible profiles.

(a) Set 1: Top Woman AI (A) (b) Set 2: Top Woman No AI (A)

(c) Set 1: Top Woman AI (B) (d) Set 2: Top Woman No AI (B)

(e) Set 1: Top Man AI (A) (f) Set 2: Top Man No AI (A)

(g) Set 1: Top Man AI (B) (h) Set 2: Top Man No AI (B)

(i) Set 1: Low Man AI (A) (j) Set 2: Low Man AI (B)

Notes: The figure show all possible profiles. On the left are the profiles of Set 1: Candidates with AI skills, and
on the right are the profiles of Set 2: Candidates mostly without AI skills.
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D.2 Additional results

Managers were also asked to choose one of the two candidates presented for an interview.

To estimate the advantages of expertise in generative AI skills in this scenario, we analyze

decisions in the subset of managers who faced similar candidates (high grades) that differ in

their generative AI skills, which correspond to a total of 557 managers (almost 50% of the

sample).³⁴ Candidates with generative AI knowledge are 17% more likely to be invited for

an interview (300 with AI knowledge against 257 without).

After selecting a candidate for an interview, we ask managers what percentage of the

starting salary offer the selected candidate would be able to negotiate. We compare the salary

negotiation possibilities for all candidates selected for an interview.³⁵ When managers face

two candidates with generative AI skills (and hence choose a candidate with AI), 30% of

them believe that the chose candidate can negotiate the initial salary offer by at least 5%.

Whenmanagers face one candidate with generative AI skills and one without, if the manager

selects the candidate with AI (no AI), 42% (33%) of the managers believe that the candidate

can negotiate the initial salary offer by at least 5%.

After selecting a candidate for an interview, we askmanagerswhat percentage of the start-

ing salary offer they believe the selected candidate would be able to negotiate. We compare

the perceived salary negotiation potential across all candidates selected for an interview.³⁶

When managers are faced with two candidates, both possessing generative AI skills, 30%

of them believe that the chosen candidate would be able to negotiate the initial salary offer

by at least 5%. When managers are faced with one candidate who has generative AI skills

and another who does not, if the manager selects the candidate with AI skills, 42% believe

the chosen candidate can negotiate at least 5% more in salary. Conversely, if the manager

selects the candidate without AI skills, 33% believe that candidate can negotiate the initial

offer by at least 5%. These findings suggest that candidates with generative AI skills may

³⁴Note that within the individuals that where presented to the candidates, there were male candidates with low
grades andAI skills. As we observed in Section 5, grades played a very important role in evaluations. Therefore,
we expect individuals with low grades (which are always having AI skills) to be discarded for an interview, and
therefore we focus our analysis on candidates with similar profiles.

³⁵Due to an implementation error, only 867 out of the 1143 managers responded this question.
³⁶Due to an implementation error, only 867 out of the 1143 managers responded to this question.
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be perceived as having a stronger position in salary negotiations. However, we caution that

the perceived negotiation potential is endogenous to the decision of which candidate to in-

terview so the apparent positive relationship between AI skills and salary negotiation may

be driven by omitted variable bias.

Figure A9, which shows the percentage that the selected candidate would be able to nego-

tiate according to themanager, suggests that candidateswith generativeAI knowledgewould

be able to negotiate a higher salary than candidates that are also invited to the interview, but

do not have generative AI knowledge.

D.3 Interpretation of managers’ results as lower bounds

We believe our findings on the rewards of generative AI in the workplace represent a lower

bound, as the managers in our sample seem to be underexposed to the technology and are

not fully aware of its advantages. Figure A8 shows that around 41% of managers have not

used the technology, indicating limited familiarity.

In the analysis of the value of generative AI in hiring decisions, we noted that around

35-40% of participants neither agreed nor disagreed with statements suggesting that AI has

a positive effect on candidates facing hiring decisions. Additionally, we asked managers for

their agreement with the statement: “For my company, I think the advantages of generative AI

outweigh the disadvantages.” Here, 47% of managers agreed with the statement compared to

16% who disagreed. However, as with other statements, 37% of managers neither agreed

nor disagreed (see Figure A11). All together, these findings suggest uncertainty about the

advantages and disadvantages of the technology, with a trend towards positive views.

We also obtained a measure that serves as a proxy for their attitudes towards the ethics

of using generative AI. We asked them to agree with the statement: “If a student achieves

higher grades by using generative AI, it is because the AI tools effectively improve learning, rather

than replace individual effort.” We found that while 30% agreed and 32% disagreed, most

participants neither agreed nor disagreed (see Figure A12a). However, as shown in Figure

A12b, managers working in companies where the use of generative AI is encouraged have

substantially more positive attitudes towards the ethics of using generative AI, suggesting
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that exposure to the technology might lead to more favorable views.

These findings are consistent with recent research suggesting that current workers in

firms misperceive the productivity benefits of using generative AI at work (Humlum and

Vestergaard, 2024). We believe that as more companies encourage the use of the technology

and it becomes more universally adopted, increased exposure will generate more favorable

views towards the technology, making it more valued. Recent surveys in companies with in-

creased exposure to the technology, such as Amazon Web Services (2024), show overwhelm-

ing support for the use of generative AI in the workplace.

D.4 Social desirability bias

We believe social desirability bias does not significantly drive our results. First, the direction

of the bias is not clear in our setting, as the use of generative AI can be socially perceived as

both beneficial and a strength signal, but also as a potential signal of cheating. Therefore,

the presence of a bias would not necessarily skew the estimates in a specific direction. Figure

A12a shows our proxy measure of attitudes towards generative AI, where we observe that

while an equal number of managers hold positive and negative attitudes, a majority remains

uncertain. Consequently, the direction of social desirability bias is not a major concern in

our analysis.

E Pre-registration and Pre-Analysis plan

We pre-registered and developed a pre-analysis plan for our three main results presented in

this paper. In this section, we address deviations and indicate the procedures in our reporting

of results in comparison to the pre-registrations. The nature of our research question is

exploratory, as it is a very novel investigation in an understudied area.

We pre-registered our hypotheses and analyses regarding the gender gap in the use of

generative AI, as well as the different primary factors that could potentially explain the gap.

We also pre-registered and indicated a PAP for the three experiments of the study. The exper-

iments correspond to (i) a vignette experiment on policies in the student survey, (ii) a conjoint
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experiment on the evaluation of hypothetical candidates, and (iii) a vignette experiment on

a decision over a promotion task involving two hypothetical workers. The pre-registration

and pre-analysis plan for the student and manager survey can be found in subsection E.4.

E.1 Gender gap in generative AI use

Use. For the gender gap in use, we explicitly indicated our research question and hypothesis,

which correspond to higher use of AI by men relative to women. We also indicated our

primary outcome to study the gender gap in current use as the answers to the question “How

familiar are you with ChatGPT?’’ We did not specify how the variable would be constructed,

and we focus on what we believe is the most intuitive partition of the answers: low use,

referring to no or past use, and high use, referring to continuous use. However, we also use

other variables such as the percentage of people who indicated “Use all the time,’’ which

reflects regular users, as well as the answers to the question “Do you have a subscription to

ChatGPT?’’ As indicated in Section 3.3, the results are robust to the variables indicated. We

did not specify the statistical test to be performed, but we use a standardOLS regressionwith

an indicator variable “Male,’’ which takes value 1 when the gender of the student is male.

Primary factors influencing adoption. For the analysis of the primary factors, we pre-

specified three sets of primary factors that we expect to affect the gap in use: (i) preferences,

(ii) perceptions, and (iii) experience/exposure. In accordance with this pre-registration,

in the paper, we add controls in our main regression specification according to these pre-

registered sets, and find that after controls, the gap is not significant. Additionally, we indi-

cated that we would not pre-specify which of the factors would constitute the main driver of

the gap. For this, we perform some exploratory analysis of model selection using Lasso.

Sample size. In our pre-registrations, we provided an expected sample size for collec-

tion. As we aimed for the most complete sample of our population of NHH graduates, we

did not conduct a power analysis but instead attempted to collect as many responses as pos-

sible from current students in lectures. The realized sample size comes from all respondents

with valid, complete answers to surveys that were possible to collect during our data collec-

tion. In the second-year data collection, there was a possibility of students in those lectures
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sharing courses with first- or third-year courses. The students were asked whether they had

completed the survey before, and the responses of those who did were excluded.

E.2 The impact of policies on the gender gap in generative AI use

Wepre-specified ourmain outcome of analysis in the policy experiment as a dummy variable

that takes value 1 if an individual indicated likely to use ChatGPT or not. We also indicated

our statistical test, an OLS regression of the dummy variable. The interaction with gender in

equation (2) follows our motivation stated in the pre-registrations and pre-analysis plan of

studying gender differences in adoption, which in this case would be “intended use.’’

Two adjustments from the pre-analysis plan were made. First, we focus our analysis of

intended use on the between-subject variation, meaning the first scenario that students face.

This is done to avoid experimenter demand effects and to use a cleaner identification strat-

egy.³⁷ Second, as indicated in the pre-registration, we randomized along a second dimension:

whether the evaluation of the hypothetical course is an in-person exam or a home exam.³⁸

Table A8 shows the interaction of the explanatory variables as in equation (4), with an in-

dicator variable that takes value 1 if the evaluation is a home exam and 0 otherwise. The

additional effect of the final evaluation being a home exam is not significant at a 5% signif-

icance level for any of our coefficients of interest. Only the gap when ChatGPT is allowed

in a course with an evaluation being a home exam, given by coefficient estimated “Home

exam” is significant at the 10% level. The direction is consistent with our interpretation over

differences in how women perceive rules, as when the evaluation is a home exam, there are

stronger ethical concerns that might prevent women to use it under this type of evaluation.

However, the effect is small. As there are no or weak additional effects of type of evaluation

on intended use, we focus our analysis and report the results in the paper pooling both types

of evaluations.

³⁷In the last data collection on April 10th, participants only faced one single scenario, with an in-person exam.
³⁸Respondents that were presented with the home exam scenario were asked a second question: “Given this
scenario, how likely are you to use ChatGPT during the final exam?” This way, respondents would differentiate the
use of ChatGPT throughout the course and during the exam in order to make the measures comparable across
different evaluation scenarios.

83



E.3 Value of generative AI skills in the labor market

Promotion decisions. For the vignette experiment that examines the value of using genera-

tive AI at work in promotion decisions, we pre-specified our interest in studying whether the

gender of the worker who uses generative AI matters in a manager’s decision. The analysis

was pre-specified similar to equation (5), yet substituting the variable “Encourage’’ for an

indicator variable for gender “Male.’’

The pre-registered hypothesis suggested that if stigma exists against the use of genera-

tive AI at work that would harm a worker being more productive through its use, the stigma

might differ according to whether the worker is a man or a woman. Table A7 shows the

estimated coefficients for the pre-registered equations. The coefficient “Known × Male’’

shows that the treatment effect of knowing whether the fastest worker used generative AI

is stronger when the fastest worker is a woman than when it is a man. However, the differ-

ence in treatment effect seems to be coming from managers who do not know whether the

fastest worker used generative AI, where 81% select the fastest worker for promotion when

it is a woman versus 67% when it is a man. On the other hand, for managers who know that

the fastest worker used generative AI, around 55% of them select the fastest worker regard-

less of whether it is a man or a woman. The interpretation of this difference in treatment

effects as differences in retaliation or stigma according to gender is not necessarily feasible,

as the baseline proportion when the manager does not know who used generative AI is not

the same, given by the coefficient “Male.’’ As the interpretation of these results requires

speculation and steps into discussions outside the main purpose of this paper, we leave it

out of the main discussion of the results.

Sample size. In our pre-registrations, we indicated a sample size agreed upon with

our survey provider Norstat, which was 1,000 managers in Norway who hire in industries

that often employ NHH graduates. The implementation and recruitment were done by the

company, and the realized sample constitutes the list of approved completions provided by

Norstat that matched the completed answers in our Qualtrics survey. The matching corre-

sponded to a total of 1,143 managers recruited.
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E.4 Pre-registrations and PAPs of student and manager surveys

We uploaded the following documents into the AEA RCT registry (https://doi.org/10.

1257/rct.12452-2.0) in two stages. For the student survey, we uploaded the documentation

on November 6, 2023, ahead of the first data collection later that month. For the manager

survey, we uploaded on June 10, 2024, before the end of the data collection by Norstat.

The documents below remove the appendices containing the survey questions to avoid

repetitionwith the questionnaires. They also include the complete history of pre-registrations

in AsPredicted.org (University of Pennsylvania, Wharton Credibility Lab) with their respec-

tive timestamps. The AsPredicted.org documents are ientified with the header: Confidential

- for peer-review only.

As of August 20, 2024, these documents have been made public in the AEA RCT registry.
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Pre-Registra+on 
 
Project: Will Ar+ficial Intelligence get in the way of gender equality? 
 
Daniel Carvajal, Catalina Franco, Siri Isaksson 
 
Date: 02.11.2023 
 
Project Summary 
 
This research project aims to inves?gate the existence of gender differences in the adop?on and 
use of AI technologies, specifically ChatGPT. Previous studies have highlighted a "Digital Divide," 
showing dispari?es in internet usage between men and women (Bimber, 2000; OECD, 2018). 
Addi?onally, numerous studies in economics and social sciences have indicated gender-based 
differences in technology-related career choices (Buser et al., 2014), confidence in using 
technology and the prevalence of stereotypes (Bordalo et al., 2019). Taken together, this body of 
evidence suggests that women and men poten?ally use AI tools differently. This issue becomes 
par?cularly relevant as AI has become a widely used in work and school seXngs, with many 
poten?ally benefits including produc?vity enhancing (Noy & Zhang, 2023) and crea?vity (Doshi 
& Hauser, 2023).  
 
This project seeks four purposes: (i) iden?fy whether a gender gap exists in the adop?on of 
ChatGPT, (ii) explore the underlying mechanisms driving any observed dispari?es, (iii) assess the 
impact of this gap on produc?vity, and (iv) evaluate the efficacy of interven?ons aimed at reducing 
the gender gap in AI adop?on. We a_empt to evaluate this in a comprehensive study involving 
students, faculty and administra?on staff in NHH. 
 
The first study targets objec?ves (i) and (ii) with students. First, we collect a series of measures of 
ChatGPT usage to assess whether there is a gender gap in AI use, overall and on different margins 
of interest. In the event of a detected gap, the study will proceed to iden?fy its underlying causes. 
For this purpose, we have pinpointed three primary factors influencing ChatGPT usage: 
preferences, percep(ons, and exposure/experience. 
 
In terms of preferences, we aim to measure poten?al u?litarian costs or benefits associated with 
ChatGPT usage, examine the role of pa?ence in the use of technology, and inves?gate any gender-
based dispari?es in rule-following tendencies. Concerning percep(ons, our focus will be on four 
key areas: perceived usefulness of the technology, ethical considera?ons in ChatGPT usage, 
perceived risks associated with ChatGPT, and confidence in one’s abili?es to use the technology. 
Lastly, we will explore the exposure/experience factor, analyzing how familiarity and prior 
exposure to the technology might influence its adop?on. 
 
Our goal is to document any gender dispari?es in ChatGPT usage and to unravel the components 
that contribute to this gap. 
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Par7cipants 
 
The study consists of a survey experiment involving around 650 master and bachelor students 
from the NHH Norwegian School of Economics. It will be run in November 2023. The survey will 
be administered through Qualtrics, and par?cipants will be recruited during class hours. All survey 
answers are anonymous, and the data collected will be used exclusively by the research team.  
 
Survey Design 
 
The survey is structured to take around 7 minutes and includes a series of hypothe?cal vigne_es, 
a prompt elicita?on task, survey ques?ons, and informa?on on demographics and past grades. 
The primary outcomes are par?cipants’ willingness to use ChatGPT under a series of hypothe?cal 
scenarios, and their responses to a prompt elicita?on task. Secondary outcomes include 
demographic informa?on and responses to a series of ques?ons about ChatGPT usage, 
exposure/experience, percep?ons, and preferences. 
 
Main outcomes 
 
ChatGPT usage measures: 

- Willingness to use ChatGPT. Vigne_e 
- How familiar you are with ChatGPT. Q: 10 
- How do you use ChatGPT. Q: 11 

 
Secondary outcomes 
 
Preferences 

- Direct u?lity benefit of using ChatGPT: enjoyable to use. Q: 15 
- Direct u?lity cost of using ChatGPT: difficult to use. Q: 15 
- Pa?ence: number of a_empts of using ChatGPT. Q: 16 
- Rule-following: vigne_e. 

 
Exposure/Experience 

- Prompt elicita?on 
- Usage of ChatGPT in the surroundings. Q: 9 
- Experience inaccurate informa?on. Q: 8 
- Reason to start using ChatGPT. Q: 7 

 
Percep(ons 

- Usefulness/relevance: main advantages. Q: 13, 15 
- Ethics: is it chea?ng. Q: 15 
- Risk: professor iden?fying usage of ChatGPT. Q: 15 
- Confidence. Q: Prompt 
- Trust accuracy: fixed prompt. Q: 14 

 



Vigne?e experiment 
 
To assess whether there are gender differences in rule-following, par?cipants will observe two 
hypothe?cal scenarios, in a within-subject experiment, where they must indicate their willingness 
to use ChatGPT in each scenario. Both hypothe?cal scenarios correspond to the a_endance to a 
specific course. Each scenario differs in the following way: 
 

- Scenario 1: The professor explicitly allows the use of ChatGPT during coursework. 
- Scenario 2: The professor explicitly forbids the use of ChatGPT during coursework. 

 
The order of the scenarios will be randomized, allowing for a between subject analysis of the 
difference in behavior. 
 
Hypotheses 
 
Drawing on insights from a pilot survey in Prolific and exis?ng literature on internet technology 
usage, we an?cipate observing gender-based dispari?es in ChatGPT adop?on and usage. While 
each of the proposed underlying factors has the poten?al to explain the existence of a gender 
gap, we will not pre-specify which factor(s) will emerge as the primary driver(s) of this 
phenomenon. Our analysis aims to contribute with valuable insights to the ongoing discussions 
on gender, AI technology, and the digital divide. 
 
Appendix 
 
The survey ques?ons and vigne_es are a_ached for review. 
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Project: Will Ar7ficial Intelligence Get In The Way of Achieving Gender Equality? 
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Date: 10.06.2024 
 
Project Summary 
 
This research project aims to inves@gate the existence of gender differences in the adop@on and 
use of genera@ve AI technologies, specifically ChatGPT. This project seeks four purposes: (i) 
iden@fy whether a gender gap exists in the adop@on of ChatGPT, (ii) explore the underlying 
mechanisms driving any observed dispari@es, (iii) evaluate the efficacy of interven@ons aimed at 
reducing the gender gap in AI adop@on, and (iv) assess the impact of this gap on labor market 
outcomes. Previous data collec@ons for this project have assessed purposes (i)-(iii), using a 
sample of university students from NHH Norwegian School of Economics. We find that there is a 
significant gender gap in use and skills of ChatGPT in students. Moreover, we observe that 
explicitly allowing the use of ChatGPT in the classroom closes the gap, while on the other hand 
explicitly forbidding the use of ChatGPT increases the gap. 
 
The current study targets objec@ve (iv) by surveying managers in industries that employ graduates 
from NHH. First, we use a conjoint-type study to examine whether managers value job candidates 
that showcase genera@ve AI exper@se in hiring decisions, currently and prospec@vely. Second, we 
use a hypothe@cal vigneWe experiment to assess whether improvements in produc@vity due to 
the use of genera@ve AI are rewarded in the workplace. Finally, we collect a series of measures 
of percep@ons and aXtudes towards the use of ChatGPT from employers. 
 
Our goal is to document whether the gender dispari@es in ChatGPT usage that we document with 
the student sample can contribute to a gender gap in labor market success when students 
graduate and transi@on to the labor market. 
 
Par.cipants 
 
The study consists of a survey experiment involving around 1000 individuals employed in 
companies who hold managerial posi@ons and work in one of the top industries where NHH 
graduates work: Consul@ng, Finance, Administra@on, Accoun@ng. It will be run in June 2024. The 
survey will be administered through Qualtrics, and to the panel of respondents available to the 
survey provider company Norstat. All survey answers are anonymous, and the data collected will 
be used exclusively by the research team.  
 
  



Survey Design 
 
The survey is structured to take around 7 minutes and includes a conjoint study, a hypothe@cal 
vigneWe, and survey ques@ons on percep@ons and aXtudes towards the use of genera@ve AI in 
the workplace. From now on, we will refer to each par@cipant in the study as a manager. 
 
Main outcomes 
 
Value of genera,ve AI in hiring (conjoint study): 

Y1. Score given by managers to a hypothe@cal current candidate represented by a profile 
card. Each manager gives scores to two randomly selected profiles. 

Y2. Score given by managers to a hypothe@cal prospec.ve candidate in three years, 
represented by a profile card. Each manager gives scores to one selected profile. 

Value of genera,ve AI in workplace (vigne>e study) 
Y3. Each manager is presented with a hypothe@cal situa@on in which two employees worked 

on a task and their performance on that task defines whether they go into a “promo@on 
track” or not. Workers were allowed to use genera@ve AI and one worker finished the 
task 25% faster than the other worker. The outcome is a binary variable that takes value 
1 if the worker that finished the task faster is selected for the promo@on track. 

 
Secondary outcomes 
 
Value of genera,ve AI in hiring (conjoint study): 

- Managers are also asked to select between the two current candidates presented to 
them to be called for an interview. 

- Moreover, for the individual selected for the interview, managers are asked how much 
the par@cipant can nego@ate the star@ng salary if given the posi@on. 

 
ChatGPT Usage and Workplace 

- Usage of ChatGPT 
- Policies in place in companies 
- Influence of ChatGPT in grades 
- Value in hiring 
- Value in the workplace 

 
AEtudes towards ChatGPT usage 

- Advantages 
- Disadvantages 
- Net benefit 

 
Expecta@ons about the future value ChatGPT (three years) 

- Valued in hiring 
- Valued in the workplace 

 



Conjoint study 
 
Each manager is presented with two profiles, randomly selected, where the manager must give 
a score to each candidate, and then select which one will be called for an interview, as well as 
how much will the candidate be able to nego@ate the star@ng salary. The profiles vary in several 
dimensions: 
 

- ChatGPT exper@se 
- Grade and grade distribu@on 
- Gender 

 
The two selected profiles come from a set of 10 hypothe@cal profiles that represent the 
following 5 types of workers: 

- WHC: Woman with High grades and ChatGPT exper@se 
- WHN: Woman with High grades and No ChatGPT exper@se 
- MHC: Man with High grades and ChatGPT exper@se 
- MHN: Man with High grades and No ChatGPT exper@se 
- MLC: Man with Low grades and ChatGPT exper@se 

 
Vigne:e experiment 
 
Each manager is presented with a situa@on in which two employees must work in the same 
task, and their performance in the task defines whether they are selected for the promo@on 
track at the company. The managers are explicitly told that the use of genera@ve AI is allowed. 
Both workers have the same output quality, but one worker does the job 25% faster than the 
other one. Managers are randomly assigned to one out of two main condi@ons: 

- Explicit: managers are given the number of hours that each worker took to finish the 
task and explicitly told that the faster used ChatGPT and the slower did not.  

- Not explicit: managers are given the number of hours that each worker took to finish the 
task, but it is not explicitly men@oned who used ChatGPT.  

The gender of the employees is also randomized, which will be exploited for heterogeneity 
analysis of the main treatment effect. 
 
Main analyses: 
 
Value of genera,ve AI in hiring (conjoint study) 
 
Current scenario (Y1) 
 

!! = #!" + #!!%&' + #!#(&) + #!$(&' + #!%(*' + +,! + - 
 
Where !! is the score given to the candidate, and  %&',(&),(&',(*' are dummy 
variables that take value 1 if the candidate is of each of the respec@ve types, and 0 otherwise. 
Note that the baseline is type %&). The comparisons of interest in our analysis correspond to: 



 
1.1. WHC-WHN: given by #!! 
1.2. MHC-MHN: given by #!$ − #!# 
1.3. MLC-WHN: given by #!% 

 
Future scenario (Y2) 
 

!# = ##" + ##!(*' + +,# + - 
 
Where !# is the score given to the candidate, and (*' is a dummy variable that takes value 1 if 
the candidate is of the respec@ve type, and 0 otherwise. Note that the baseline is type %&). 
The comparisons of interest in our analysis correspond to: 
 

2.1. MLC-WHN: given by ##! 
 
Value of genera,ve AI in workplace (vigne>e study) 
 
Promo@on track to fastest worker (Y3) 
 

!$ = #$" + #$!01234546 + +,$ + - 
 

!$ = #′$" + #′$!01234546 +	#′$#9:;<3: +	#$$& 01234546 × 9:;<3: + +,′$ + - 
 
Where !$ is a dummy variable that takes value 1 if the fastest worker was selected for the 
promo@on track and 0 otherwise,  01234546 is a dummy variable that take value 1 if the 
manager was explicitly informed about who used ChatGPT and 0 otherwise. We intend to first 
es@mate the effect of making the use of ChatGPT explicit on !$, given by coefficient #$! (first 
equa@on). We also want to study heterogeneity of this effect when the fastest worker using 
ChatGPT is a man or a woman, given by the es@mated coefficient of the interac@on term #′$$ 
(second equa@on). 
 
Hypotheses 
 
Drawing on insights from the growing recent literature on the effects of access to genera@ve AI 
on produc@vity across fields (Noy and Zhang, 2023; Brynjolfsson et al., 2023; Peng et al., 2023), 
as well as recent survey data from employees in Amazon (2024), we expect managers to value 
the use and signaling of genera@ve AI skills in workers. Thus, we expect posi@ve es@mates for 
comparisons 1.1 and 1.2. 
 
We intend to study whether knowledge of ChatGPT makes a low-grade male candidate 
comparable to a high-grade female candidate without knowledge of ChatGPT. Therefore, we 
intend to test whether the es@mate for 1.3 and 2.1 is zero. 
 



Finally, we do not specify a direc@on of the hypothesis in whether making explicit the use of 
ChatGPT affects posi@vely, nega@vely or has no impact on the decision to choose the fastest 
candidate. However, we prespecify our interest in looking for heterogeneous effects according to 
the gender of the fastest candidate. For example, if the use of ChatGPT is perceived nega@vely, 
previous work suggests there might differences in retalia@on on the use of ChatGPT by gender of 
the user (Dehdari et al, 2019). 
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F Questionnaires

F.1 Questionnaire for student survey

Page 1. Consent
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Page 2. Background characteristics
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Page 3. “Allows” treatment
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Page 4. “Forbids” treatment
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Page 5. Prompting skills task

Page 6. Confidence question
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Page 7. ChatGPT use
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Page 8. Exposure and typical tasks
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Page 9. Frequency by task
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Page 10. Advantages (Usefulness)
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Page 11.1 Agree/Disagree
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Page 11.2 Agree/Disagree
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Page 11.3 Agree/Disagree
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Page 12. Trust accuracy
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Page 13. Persistence and inaccuracy
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Page 14. Subscription and admission grade
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F.2 Questionnaire for manager survey

(Consent)

Q1 Welcome to this research project!

We appreciate your participation in this 7-minute survey. Participation in this research study

is voluntary. All data collected is anonymous. Please read the instructions carefully, answer

the questions honestly and do not end the survey until you have answered all the questions.

If you have any questions regarding this study, you can contact: thechoicelab@nhh.no.

Click on ”Start the survey” if you have understood the text above and wish to participate in

this study.

(Screening)

Q3 How many employees do you have direct personnel responsibility for? [Options: None

(0) , 1-5 employees, 6-10 employees, 11-20 employees, Over 20 employees]

Display This Question: If How many employees do you have direct personnel responsibility for?

!= None (0)

Q4 How long have you held a position with personnel responsibility? [Options: Less than a

year, 1-2 years, 3-5 years, More than 5 years]

Display This Question: If How many employees do you have direct personnel responsibility for? =

None (0)

Q5 Do you have a position that gives you influence over decisions about employment and

promotions, or that involves you assigning tasks, giving guidance, evaluating or giving feed-

back to other employees? [Options: Yes, No]
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Display This Question: If Do you have a position that gives you influence on decisions about

employment and promotions, or... = Yes Or How many employees do you have direct personnel

responsibility for? != None (0)

Q6 Does your company/your department employ newly graduated candidates with a mas-

ter’s degree in economics and administration (for example, candidates with amaster’s degree

from NHH or BI)? [Options: Yes, No, I don’t know]

Display This Question: If Does your company/your department employ newly graduated candi-

dates with a master’s degree in economics and administration... = Yes

Q7 Are you regularly involved in these hiring processes? [Options: Yes, No , Prefer not to

answer]

(Job tasks – Not used in this study)

Q8 The list below indicates a number of tasks that may be relevant for a newly gradu-

ated candidate with a master’s in economics and administration. Please mark all tasks that

may be relevant for such a newly hired candidate in your company/department: [Options:

Project work (1), Advice/guidance (2), Finance/accounting (3), Administration/personnel

tasks (4), Customer care/front line (5), Management (6), Case management (7), Sales/mar-

keting/advertising (8), Teaching/training/pedagogical work (9), Research (10), Technical de-

velopment/project planning (11), Information/communication/journalism (12)]

Carry Forward Selected Choices from “The list below indicates a number of tasks that may be rel-

evant for a newly graduated candidate with a master’s in economics and administration. Please

mark all the tasks that may be relevant for such a newly employed candidate in your company/de-

partment:”
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Q10 The list below indicates the tasks you marked as relevant for a newly graduated candi-

date with a master’s in economics and administration in your company/department. Please

rank the tasks according to how important they are for promotion in your company/de-

partment. Mark the task most important for promotion as 1, and tasks less important for

promotion with progressively higher numbers.

Carry Forward All Choices - Displayed & Hidden from “The list below indicates the tasks you

marked as relevant for a newly graduated candidate with a master’s in economics and administra-

tion in your company/department. Please rank the tasks according to how important they are for

promotion in your company/ department. Mark the task most important for promotion as 1, and

tasks less important for promotion with progressively higher numbers.”

Q12 Now think of a task that is not on the list from the previous question, ”Practical ad-

ministrative tasks”, e.g. finding meeting times that suit everyone, writing meeting minutes,

summaries or notes from meetings, planning social work events, etc.

Think through how important practical administrative tasks are for promotion in your com-

pany/department compared to the tasks you ranked in the previous question. When ”Prac-

tical Administrative Tasks” is added, there will be N tasks in the list, as shown below.

Please enter a number between 1 and N to rate ”Practical administrative tasks”, where 1

indicates it is most important and N that it is the least important for promotion in your com-

pany/department. Practical administrative tasks [Option: Fill number]

(Conjoint experiment)

Q14 We would now like to show you two profiles of newly graduated candidates with an

economic-administrative master’s degree, who are applying for a job at your company/de-

partment.

Please give each candidate a score between 0 and 12 based on how well qualified you think

they are for a typical job for recent graduates in your department/company.

116



Q15 [PROFILE, one out of Options 1, 2, 3, 4 or 5]

Give this candidate a score between 0 and 12. 0 means average candidate (Avg.). 12 means

outstanding candidate (Forward): [Option: slide]

Q16 [PROFILE, one out of Options 6, 7, 8, 9, 10]

Give this candidate a score between 0 and 12. 0 means average candidate (Avg.). 12 means

outstanding candidate (Forward): [Option: slide]

Q17 Choose one of the two candidates you would invite to an interview in your company?

(Click on the profile) [Options: each of the candidates presented]

Q18 Imagine that the selected candidate is offered the position and receives an offer of start-

ing salary. The candidate can negotiate the starting salary. What do you think is the max-

imum starting salary this candidate will be able to get in this job? [Options: 0-5% above

the offered starting salary (1), 5-10% above the offered starting salary (2), 10-15% above the

offered starting salary (3), 15% or more above the offered starting salary (4)]

(Vignette experiment)

Q20 Consider the following hypothetical situation. [Only two randomly selected names are

presented]

Daniel/Ida and Martin/Emma started working at a company at the same time in the same

type of job a few years ago. They are assigned a task that they must solve individually. They

can use all appropriate resources, including generative AI. Their performance on this task

will determine which of the two will be placed on the ‘career development track’ in the

company.

[One of the two following paragraphs presented: Both Daniel and Martin complete the task

with the same level of quality. Daniel took 8 days to complete it without generative AI. Mar-
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tin used generative AI and completed it in 6 days. / Both Daniel and Martin complete the

task with the same level of quality. Daniel took 8 days to complete it. Martin completed it

in 6 days.]

Q21Whodo you think should be placed on a career development track? [Options: Daniel/Ida

(1), Martin/Emma (2)]

(Questions about use and attitudes to generative AI use)

Q23 The next questions will deal with tools based on generative artificial intelligence (here-

after: generative AI tools). When replying, consider ChatGPT or other similar tools (eg

Claude, BingChat, etc.).

Q24 Are you familiar with generative AI tools? [Options: I haven’t heard of them (1), I’ve

heard of them but haven’t used them myself (2), I have used them a few times (3), I use them

occasionally (4), I use them regularly (5)]

Q25 In which areas do you think generative AI tools can increase productivity in your com-

pany? (Select all that apply) [Options: Automate repeating/repetitive tasks (1), Improve

communication (2), Improve workflow and results (for example, data analysis) (3), Support

for learning new skills (4), Increased innovation and creativity (5), Save time (6); It does not

improve productivity (7), Other (please write): (8)]

Q26 What do you think are the biggest challenges regarding the use of generative AI tools

for your company? (Select all that apply) [Options: Confidentiality and data protection (1),

Risk of plagiarism (2), Prevents the learning of new skills (3), Risk of inaccurate information

(4), Discrimination from AI technologies (5), Lower effort from employees (6), I see no chal-

lenges for our company (7), Other (please write): (8) ]
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Q27 What is your company’s attitude towards the use of generative AI tools at work? [Op-

tions: It is allowed and encouraged (1), It is allowed but not actively encouraged (2), It is

neither explicitly allowed/encouraged nor prohibited/advised (3), It is forbidden (4), I don’t

know (5)]

Q29 State how much you agree with the following statements: [Options: Strongly agree,

Somewhat agree, Neither agree nor disagree, Somewhat disagree]

Q30 For my company, I think the advantages of generative AI outweigh the disadvantages

Q31 I would prefer to hire a graduate with generative AI skills rather than a similar candi-

date without generative AI skills

Q32 Having generative AI skills can help a graduate earn a higher salary in their first job

Q33 If a student achieves higher grades by using generative AI, it is because the AI tools

effectively improve learning, rather than replace individual effort

Q35 For the following questions, try to imagine what the situation will be like in your com-

pany in the years to come (three years from now). Please give a score between 0 and 12 to

the candidate below based on how well qualified you think she/he will be for a typical job

for recent graduates in your department/company in three years.

Q36 [PROFILE, either a Top Woman No AI or a Low Man AI]

Give this candidate a score between 0 and 12. 0 means average candidate (Avg.). 12 means

outstanding candidate (Forward): [Option: slide]

Q37 Imagine that this candidate is offered the position and receives an offer of starting salary.

The candidate can negotiate the starting salary. What do you think is the maximum starting
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