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Linear models with infinite horizon generally admit infinitely many rational expectations
solutions. Consequently, some additional selection devices are needed to narrow the set of
relevant solutions. The viewpoint of this paper is that a solution will be more likely to arise
if it is locally determinate (i.e., locally isolated), locally immune to sunspots, and locally
stable under learning. These three criteria are applied to solutions of linear univariate
models along which the level of the state variable evolves through time. In such models
the equilibrium behavior of the level of the state variable is described by a linear recursive
equation characterized by the set of its coefficients. The main innovation of this paper is to
define new perfect-foresight dynamics whose fixed points are these sets of coefficients,
thus allowing us to study the property of determinacy of these sets, or, equivalently, of the
associated solutions. It is shown that only one solution is locally determinate in the new
dynamics. It is also locally immune to sunspots and locally stable under myopic learning.
This solution corresponds to the saddle path in the saddle-point case.
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1. INTRODUCTION

Linear models with infinite horizon generally admit infinitely many perfect-
foresight solutions. In particular, this implies that there are infinitely many ways
the economy may react to unanticipated shocks. Some claim that this makes such
models useless for economic predictions or policy evaluations. Some even claim
that nonuniqueness undermines the very concept of perfect foresight itself since
there is then no clear reason why economic agents should manage to choose one
particular solution [Kehoe and Levine (1985)]. This paper describes three alterna-
tive conditions that should be met for public opinion to focus so sharply. Following
Guesnerie (1993), we argue that a solution should be locally determinate, locally
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64 STÉPHANE GAUTHIER

immune to sunspots, and locally stable under learning in order to be a possible
outcome of a decentralized process through which agents try to coordinate their
behavior on perfect foresight. The first two criteria are based on local multiplicity
properties, as they respectively rule out any solution arbitrarily close to which
there exists some other perfect-foresight solution, or some stationary stochastic
sunspot solution along which the system fluctuates in response to random events
unrelated to economic fundamentals. In contrast, the last criterion recommends
eliminating any solution that economic agents would fail to discover through a
simple adaptive learning process. These three criteria have clearly very different
status. It will be shown, however, that in the field of models covered in this paper
they select the same solution, the one commonly referred to as the fundamental
solution in the literature [McCallum (1999)].

In nonstochastic models these three criteria have been applied primarily to
steady states, that is, particular trajectories along which the level of the state vari-
able remains constant over time or periodically cycles [see, e.g., Azariadis (1981),
Azariadis and Guesnerie (1982), Woodford (1984), Grandmont and Laroque
(1986), Marcet and Sargent (1989), Grandmont and Laroque (1991), Guesnerie
and Woodford (1991), Chiappori et al. (1992), Farmer and Woodford (1997), or
Grandmont (1998)].1 As emphasized by Guesnerie (1993), if economic agents fore-
cast one period ahead and if there are no predetermined variables in the model,
then a steady state is locally determinate if and only if it is locally immune to
sunspots and locally stable for some reasonable learning rules. This suggests that
these three criteria may consequently be equivalent, at least when attention is fo-
cused on a certain class of solutions to rational expectations models. This paper
shows that this equivalence, suitably reinterpreted, may be viewed as a part of a
dynamic equivalence principle, a property that provides, when it holds, a rather
compelling selection device on the set of rational expectations equilibria of gen-
eral linear models where there are arbitrarily many leads in expectations or lags in
memory.

The relevant class of solutions to which this principle applies links the current
state of the system with the same number of past states as the number of initial
conditions to the economic system (which is, in turn, equal to the number of pre-
determined variables). An appealing characteristic of these minimal state variable
solutions2 is that they can be fully defined by the set of the coefficients of the
linear difference equation that governs the intertemporal behavior of the system
in equilibrium. The main innovation of this paper is to apply the three criteria
described above to these sets of coefficients in order to choose among minimal
state variable solutions. Namely, we study whether these sets of coefficients can be
locally determinate, in new dynamics with perfect foresight induced by the usual
dynamics on the level of the state variable, locally free of finite Markovian station-
ary sunspot equilibria, and locally stable under a specified myopic learning process
that fits the iterative version of the expectational stability device, extensively used
by, for example DeCanio (1979) or Evans (1985). Surprisingly, it turns out that
these three devices select the same minimal state variable solution, the so-called
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DYNAMIC EQUIVALENCE PRINCIPLE 65

fundamental one. In particular, this solution coincides with the saddle-path trajec-
tory in the saddle-point configuration, in accordance with the recommendations of
the main selection devices used in the literature, such as the stability-based device
by Blanchard and Kahn (1981), the minimal state variable criterion by McCallum
(1983), or the minimal variance criterion by Taylor (1977). Unlike these devices,
however, this principle does not depend on particular features of the model, for
example, some stability properties, and there are quite natural reasons why the
economy should apply it.

The paper is organized in the following way: Section 2 examines the relevance
of the dynamic equivalence principle to the simple class of models with only one
lead in expectations and one lag in memory. Section 3 reviews some of the results
obtained by Desgranges and Gauthier (in press) and Gauthier (2002) in the more
general class of one-step-forward-looking models where the number of lags in
memory is arbitrary. Section 4, which contains the new results of the paper, is
a preliminary exploration of the case in which agents forecast beyond the next
period, but where there is only one lag memory. Finally, Section 5 concludes.

2. A SIMPLE FRAMEWORK

Let us first focus attention on the class of linear models where the current state of the
economic system is a real number (e.g., a price) that depends on both the previous
state and the forecast of the next state (we assume that this forecast is the same for
all agents). Such a class encompasses some overlapping generations models with
production, and some infinite-horizon models with cash-in-advance constraints.
Unfortunately, even in so simple a framework, there are multiple minimal state
variable (MSV) solutions, and our purpose is to study whether some of them can be
locally determinate, immune to sunspots, and stable under some adaptive learning
rules. In general, in much of the literature, these devices have been primarily applied
to steady states. Here, however, MSV solutions involve deterministic changes in the
level of the state variable over time. Each of these solutions actually expresses the
current state of the economic system as a linear function of the previous state.
Therefore, each of them can be fully characterized by a single coefficient, giving
the constant ratio of two consecutive realizations of the level of the state variable,
that is, the growth rate of the level of the state variable. In this section, we apply the
dynamic equivalence principle to each of these growth rates, or, equivalently, to
the corresponding MSV solutions.3

Let the current state of the system be represented by a real number xt at time
t ≥ 0 that depends on the past state xt−1 and on the common forecast E(xt+1 | It )

conditional to the information set It held by economic agents at time t , through
the temporary equilibrium relation

γ1 E(xt+1 | It ) + xt + δ1xt−1 = 0, (1)

where γ1 and δ1 are real parameters. Perfect-foresight solutions to (1) are sequences
(xt ) associated with the initial condition x−1 and satisfying the difference equation

Core terms of use, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S1365100502010301
Downloaded from https:/www.cambridge.org/core. Bibliotheque de la Sorbonne, on 13 May 2017 at 15:47:37, subject to the Cambridge

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/S1365100502010301
https:/www.cambridge.org/core


66 STÉPHANE GAUTHIER

γ1xt+1 + xt + δ1xt−1 = 0, (2)

which results from replacing the forecast E(xt+1 | It ) with the actual realization
xt+1 in (1). We restrict our attention to the particular class of MSV solutions
to (2), which relate, by definition, the current state of the system to as many lagged
variables as the number of initial conditions to (2). Therefore, along any of these
solutions, the current state xt will only depend on the previous state xt−1 through
a law of motion of the form

xt = βxt−1. (3)

Following Grandmont and Laroque (1991), the growth rate β can be obtained by
interpreting (3) as the outcome of a process where agents a priori believe that
the economic system will evolve according to (3), whatever xt−1 and t are, and
where this belief is self-fulfilling. According to this interpretation, traders form
their forecast by leading (3) forward and set E(xt+1 | It ) equal to βxt in (1). Thus,
the actual law of motion corresponding to this forecast, directly obtained from (1),
yields

xt = −(δ1/(1 + γ1β))xt−1, (4)

provided that β �= −1/γ1. It is clear that the actual law (4) coincides with the a
priori guess (3), for any xt−1 and any t , if and only if the actual growth rate in (4)
is equal to the a priori guess on the growth rate in (3), or, equivalently,

−(δ1/(1 + γ1β)) = β ⇔ γ1β
2 + β + δ1 = 0. (5)

Let λ1 and λ2 be the roots of (5). Assume that they are real and distinct; that is,
1 − 4γ1δ1 > 0. Also, let λ1 be the root of least modulus; that is, |λ1| < |λ2|. The
process described in this section highlights the point that, given the previous state
of the system, the occurrence of an MSV solution depends on whether traders will
be able to choose the root λi (i = 1, 2) corresponding to it. As in Guesnerie (1993),
we argue that economic agents may not succeed in coordinating their behavior
on a root that fails to be locally determinate, immune to sunspots, or stable under
some learning rule.

2.1. Determinacy of Growth Rates

According to the determinacy criterion, coordination on a root of (5) will be
necessarily disturbed if there is at least another perfect-foresight solution (xt )
to (2) that displays a sequence of growth rates (βt ≡ xt/xt−1) arbitrarily close to
this root. To assert whether some of these roots may be locally determinate, it must
be noticed that the perfect-foresight dynamics of the level of the state variable,
described by (2), induces new dynamics on the growth rate whose fixed points are
the two roots λ1 and λ2, which solve (5). Those new dynamics are obtained by
assuming that the level of the state variable evolves according to (2) and is bound
to satisfy in addition the relation

xt = βt xt−1 (6)
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DYNAMIC EQUIVALENCE PRINCIPLE 67

whatever xt−1 and t are. It follows from (6) that (2) can be rewritten as

γ1βt+1βt xt−1 + βt xt−1 + δ1xt−1 = 0,

since xt+1 = βt+1xt in virtue of (6). Thus, if xt−1 �= 0, that is, if the economic system
is not at the steady-state level of the state variable, one can define the growth-rate
perfect-foresight dynamics induced by (2) as a nonlinear sequence of growth rates
(βt ) such that

γ1βt+1βt + βt + δ1 = 0 (7)

in each period t ≥ 0. These dynamics are well defined if βt �= 0 and βt �= −1/γ1

whatever t is. Its fixed points are the roots λ1 and λ2. Hence (7) is locally well
defined if and only if λi �= 0 (i = 1, 2), which holds true if both γ1 �= 0 and δ1 �= 0
(since λ1 + λ2 = −1/γ1 and λ1λ2 = δ1/γ1). Observe now that the current growth
rate βt defined in (6), that is, the ratio xt/xt−1, is not predetermined in (7) at time t
because xt is not predetermined in (2) at this date. Therefore, (7) has a classical one-
step-forward-looking structure without predetermined variables, and the root λi

is locally determinate in (7) if and only if it is locally unstable in the forward
perfect-foresight dynamics (7). The following result is due to Gauthier (2002).

PROPOSITION 1. Let γ1 �= 0 and δ1 �= 0 in (1). Then, the root of lowest mod-
ulus (λ1) is locally determinate in the growth rate perfect foresight dynamics (7),

while the root of highest modulus (λ2) is locally indeterminate in this dynamics.

Proof. The dynamics (7) arbitrarily close to λi (i = 1, 2) are governed by the
first-order approximation of (7) at point βt = βt+1 = λi (i = 1, 2),

γ1λi (βt+1 − λi ) + (γ1λi + 1)(βt − λi ) = 0. (8)

The root λi is locally unstable in (8) if and only if |(γ1λi + 1)/(γ1λi )| > 1. Since
(λ1 + λ2) = −1/γ1, this inequality is rewritten as

|(γ1λi + 1)/(γ1λi )| = |(λi + 1/γ1)/λi | = |λ j/λi | > 1,

for j �= i, j = 1, 2. Thus, the root λ1 is locally unstable (|λ2/λ1| > 1) and the root
λ2 is locally stable (|λ1/λ2| < 1).

Proposition 1 recommends picking out the MSV solution corresponding to the
root of least modulus, independently of the stability properties of the dynamics (2),
that is, independently of |λ1| and |λ2|. However, if (2) is to be interpreted as dynam-
ics restricted to an arbitrarily small neighborhood of the steady state (xt = 0), then
the stability condition |λ1| < 1 should hold for the corresponding MSV solution
to be locally feasible. This condition covers both the saddle-point configuration
(|λ1| < 1 < |λ2|), where the locally determinate MSV solution coincides with the
stable saddle path (xt = λ1xt−1), and the sink configuration (|λ2| < 1) where there
are infinitely many stable solutions to (2).
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68 STÉPHANE GAUTHIER

2.2. Sunspots on Growth Rates

Suppose now that traders form their expectations about the rate of change of the
level of the state variable conditionally to a k-state Markovian sunspot process
associated with a Markov matrix . Note that traders are not directly concerned
here with the level of the state variable itself, as is usually the case in the literature.
Instead, if the current sunspot event st is s (s = 1, . . . , k), they a priori believe that
βt = βs and expect βt+1 = βs ′ to occur with probability πss ′ (s ′ = 1, . . . , k). Their
forecast, conditional to this sunspot event, then is written

E(xt+1 | {xt , st }) =
(

k∑
s ′=1

πss ′βs ′

)
xt ≡ β̄s xt , (9)

where β̄s is a one-period average growth rate. The actual dynamics, obtained by
reintroducing the forecast (9) into the temporary equilibrium map (1), that is,

xt = −[δ1/(1 + γ1β̄s)] xt−1, (10)

are consistent with the a priori belief of traders whenever the actual growth rate
in (10) is equal to the a priori guess about the growth rate in sunspot event s, or,
equivalently,

−[δ1/(1 + γ1β̄s)] = βs ⇔ (1 + γ1β̄s)βs + δ1 = 0. (11)

Following Desgranges and Gauthier (in press), we define a stationary sunspot equi-
librium on the growth rate as a vector β = (β1, . . . , βk) associated with  such that
(a) there are s and s ′ �= s such that βs �= βs ′ (s, s ′ = 1, . . . , k), and (b) the pair (β, )

satisfies (11) for any s (s = 1, . . . , k). Condition (a) ensures that the growth rate
truly changes according to sunspot events, and condition (b) makes traders’ beliefs
consistent with rational expectations. Observe that the vector β = (λi , . . . , λi ) sat-
isfies condition (b) whatever  is, but violates (a). Thus, there can exist stationary
sunspot equilibria on the growth rate (β, ) such that each component βs of β
stands arbitrarily close to λi only if condition (b) does not implicitly define β as
a smooth function of  at point (λi , . . . , λi ), that is, only if the implicit-function
theorem does not apply at this point.

PROPOSITION 2. Let a root λi (i = 1, 2) be immune to sunspots if there do
not exist stationary sunspot equilibria on the growth rate (β, ) such that each
component βs (s = 1, . . . , k) of β stands arbitrarily close to λi . Then, if γ1 �= 0
and δ1 �= 0 in (1), the root of lowest modulus (λ1) is the only one to be immune to
sunspots.

Proof. This follows from standard results in the class of one-step-forward-
looking models without predetermined variables. See, e.g., Chiappori et al. (1992)
or Desgranges and Gauthier (in press) for precise statements.
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DYNAMIC EQUIVALENCE PRINCIPLE 69

2.3. Learning Growth Rates

Let us now focus attention on the case in which traders try to discover some MSV
solution through an adaptive learning process. Their a priori belief is assumed
to be still consistent with (3) but the parameter β in this equation is no longer
necessarily equal to some root λ1 or λ2 of (5). It is instead estimated by βt at
time t . Conditional to this belief, the forecast E(xt+1 | It ) is equal to βt xt in (1) ,
and, as (4) shows, the actual law of motion of the state variable corresponding to
this forecast is

xt = −[δ1/(1 + γ1βt )]xt−1 (12)

as long as βt �= −1/γ1. It is clear that the actual growth rate −(δ1/(1 + γ1βt )) in
(12) will differ from the estimated growth rate βt as long as βt is not equal to either
λ1 or λ2. This spread between the actual and the estimated growth rates should
urge agents to revise their estimate in the next period. Here, we use one of the
simplest learning rules, the myopic learning rule, which recommends setting the
new estimate of the growth rate equal to the actual growth rate at time t ; that is,
βt+1 = −[δ1/(1 + γ1βt )], or

γ1βtβt+1 + βt+1 + δ1 = 0. (13)

Since the dynamics with learning (13) are merely the time mirror of the perfect-
foresight dynamics of growth rates (7), the local stability properties of its fixed
points λ1 and λ2 are the reverse of those given in Proposition 1.4

PROPOSITION 3. Let γ1 �= 0 and δ1 �= 0 in (1). Then the root (λ1) is locally
stable in the dynamics with myopic learning (13) while the root of highest modulus
(λ2) is locally unstable in these dynamics.

Proof. Obvious from Proposition 1.

The dynamic equivalence principle directly follows from Propositions 1, 2,
and 3, provided that both γ1 �= 0 and δ1 �= 0 (i.e., expectations and past matter,
respectively). Both conditions are actually necessary for there to exist multiple
MSV solutions. In particular, in the case in which δ1 = 0 in (1), the steady state
(xt = 0) is the unique MSV solution to the model, under the additional regularity
condition that γ1 �= −1. As emphasized by Guesnerie (1993), it is then locally
determinate in the usual dynamics with perfect foresight on the level of the state
variable, that is, (2) with δ1 = 0, if and only if it is locally immune to Markovian
stationary sunspot equilibria on the level of the state variable, and locally stable
under a myopic learning rule.

3. ONE-STEP-FORWARD-LOOKING MODELS

We now study whether the dynamic equivalence principle still holds true if L ≥ 1
predetermined variables are introduced into the temporary equilibrium map (1).
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70 STÉPHANE GAUTHIER

The evolution of the level of the state variable along any MSV solution is then
described by an L-dimensional linear difference equation. Hence, given the L
initial conditions to the economic system, a solution of this type will be no longer
characterized by a single coefficient, a constant growth rate, but instead by the set
of the L coefficients of this linear difference equation, to be called a stationary
extended growth rate. This section describes how to apply the three tests used
in Section 2 to such sets of coefficients, or, equivalently, to the corresponding
MSV solutions. As shown by Gauthier (2002), only one MSV solution is locally
determinate in the suitable dynamics with perfect foresight, whose fixed points are
now these stationary extended growth rates. Moreover, as shown by Desgranges
and Gauthier (in press), this solution is the only one to be locally immune to
sunspots. Finally, as the local stability properties of this solution in the dynamics
with myopic learning obtain again as a simple corollary of its property of local
determinacy, the form taken here by the dynamic equivalence principle is still
satisfied in the more general framework under consideration, and, furthermore,
still allows us to pick out a unique MSV solution, the fundamental one.

Let the temporary equilibrium relation (1) be transformed as

γ1 E(xt+1 | It ) + xt +
L∑

l=1

δl xt−l = 0. (14)

Perfect-foresight solutions are now sequences (xt ) associated with the initial con-
dition (x−1, . . . , x−L ) and satisfying the (L + 1)-dimensional difference equation

γ1xt+1 + xt +
L∑

l=1

δl xt−l = 0, (15)

obtained by replacing the forecast E(xt+1 | It ) with the actual realization xt+1 in
(14). These dynamics are governed by the (L + 1) roots (λ1, . . . , λL+1) of the
characteristic polynomial associated with (15). Let these roots be real and dis-
tinct, with |λ1| < · · · < |λL+1|.5 Unlike Section 2, however, we are not primarily
concerned with these roots since the presence of L ≥ 1 predetermined variables in
(14) now makes the current state xt linearly related to the L ≥ 1 past realizations
(xt−1, . . . , xt−L ) along any MSV solution. These solutions actually satisfy not only
(15) but also the difference equation

xt =
L∑

l=1

β∗
l xt−l , (16)

where the vector of coefficients β∗ ≡ (β∗
1 , . . . , β∗

L) is called a stationary extended
growth rate. As in Section 2, one can characterize such a vector by interpreting
(16) as a situation where (16) is a self-fulfilling belief about the evolution of the
economic system. Assume accordingly that traders believe that the law of motion
of the level of the state variable is given by (16) for some set of coefficients
(β1, . . . , βL ). In this case, they form their forecast by iterating (16) once,
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DYNAMIC EQUIVALENCE PRINCIPLE 71

E(xt+1 | {xt , . . . , xt−l+1}) =
L∑

l=1

βl xt−l+1, (17)

so that the actual evolution of the level of the state variable, which results from
reintroducing (17) into (14), determines the actual current state xt as a function of
past history, namely,

xt = −
L∑

l=1

[(γβl+1 + δl)/(1 + γβ1)]xt−l , (18)

with the convention that βL+1 ≡ 0. The belief (16) is then self-fulfilling if and
only if (16) and (18) coincide whatever t and xt−l are, or, equivalently, βl = β∗

l for
l = 1, . . . , L , with

β∗
l = −

L∑
l=1

[(γβ∗
l+1 + δl)/(1 + γβ∗

1 )], (19)

whatever l is (l = 1, . . . , L), and β∗
L+1 ≡ 0. How the solutions (β∗

1 , . . . , β∗
L) to (19)

depend on economic fundamentals, summarized here by the parameters γ1 and δl

in (14), is fully described in Gauthier (2002). For our purpose, it is sufficient to
notice that (19) admits in fact (L + 1) different solutions; that is, there are (L + 1)
stationary extended growth rates to the model (16). Indeed, since (15) and (16) must
be consistent (otherwise the sequence of realizations of the level of the state variable
induced by (16) would not form a perfect-foresight equilibrium), it must be the
case that (16) restricts the level of the state variable to evolve in one L-dimensional
eigensubspace of (15), as xt actually relies on L lagged variables in (16). Let Wi be
the L-dimensional eigensubspace of (15) spanned by the L eigenvectors associated
with the L roots in the set£i of all the roots but λi (i = 1, . . . , L + 1). Since the total
number of different L-dimensional eigensubspaces of (15) is equal to (L + 1), there
are (L + 1) different MSV solutions [each of these solutions governs the behavior
of the level of the state variable in a given the L-dimensional eigensubspaces of
(15)]. Now, it follows from (16) that each MSV solution is in turn uniquely defined
by a given set of the coefficients (β∗

1 , . . . , β∗
L) solution to (19) and by the L initial

conditions to the economic system. As a result, there are also (L + 1) different
stationary extended growth rates to the model (16). In the sequel, these vectors of
coefficients will be denoted β∗(£i ), where β∗(£i ) actually corresponds through
(16) to the MSV solution that governs the behavior of the level of the state variable
in Wi .

3.1. Determinacy of Extended Growth Rates

Our aim is now to examine whether some of these stationary extended growth rates
pass the tests used in Section 3. Here we start applying the determinacy criterion
by noticing that the usual dynamics on the level of the state variable, that is,
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72 STÉPHANE GAUTHIER

(15), trigger new dynamics on the vectors β(t) = (β1(t), . . . , βL(t)) whose fixed
points are the (L + 1) stationary extended growth rates. In these new dynamics,
a stationary extended growth rate β∗(£i ) is locally determinate whenever there
is no other vector β(t) remaining arbitrarily close to it in each period. Otherwise
it is locally indeterminate. As shown in Gauthier (2002), the stationary extended
growth rate β∗(£L+1) corresponding to the set £L+1 of the L roots of lowest
modulus is in fact the only one to be locally determinate.

The extended growth-rate perfect-foresight dynamics come by assuming that the
level of the state variable is bound to satisfy (15) and, further, to evolve according to

xt =
L∑

l=1

βl(t)xt−l , (20)

whatever t ≥ 0 and xt−l (l = 1, . . . , L) are. Perfect foresight requires that the be-
lief (20) be self-fulfilling, that is, consistent with the actual law of motion of the
system. This actual law is derived by replacing E(xt+1 | It ) in (15) with

xt+1 =
L∑

l=1

βl(t + 1)xt+1−l ,

which is obtained by iterating (20) once. It is then straightforward to verify that
the actual law corresponding to (20) is

xt = −
L∑

l=1

{[(γ1βl+1(t + 1) + δl)]/[(1 + γ1β1(t + 1))]}xt−l , (21)

with the convention that βL+1(t + 1) ≡ 0. We are now in a position to define the
extended growth-rate perfect-foresight dynamics. It is a nonlinear sequence of ex-
tended growth rates (β(t)) such that (20) coincides with (21) whatever t and xt−l

are, or, equivalently,

βl(t) = −[γ1βl+1(t + 1) + δl]/[1 + γ1β1(t + 1)], (22)

for l = 1, . . . , L . Its fixed points β(t) = β(t + 1) are the (L + 1) stationary ex-
tended growth rates [which solve (19)]. These dynamics are well defined arbi-
trarily close to any stationary extended growth rate if and only if all the roots
λi (i = 1, . . . , L + 1) differ from 0, which is true if and only if δL �= 0 [see
Gauthier (2002)]. Since (22) has a one-step-forward-looking structure without
predetermined variables, a stationary extended growth rate will be locally deter-
minate in (22) if and only if all the L eigenvalues of the Jacobian matrix that governs
the forward dynamics (22) in its immediate vicinity have moduli greater than 1.6

PROPOSITION 4. The stationary extended growth rate β∗(£L+1) which
governs the state variable perfect-foresight dynamics (15) restricted to the
L-dimensional subspace corresponding to the L roots of lowest modulus
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DYNAMIC EQUIVALENCE PRINCIPLE 73

(λ1, . . . , λL) is the only one to be locally determinate in the extended growth-
rate perfect-foresight dynamics (22).

Proof. See Gauthier (2002).

Although Proposition 4 is independent of the stability properties of the dy-
namics with perfect foresight on the level of the state variable, the MSV solu-
tion corresponding to β∗(£L+1) will be locally feasible if and only if the condi-
tion |λL | < 1 is satisfied, which encompasses both the saddle-point configuration
(|λL | < 1 < |λL+1|) for (15), where β∗(£L+1) supports the saddle-path trajectory,
and the sink configuration (|λL+1| < 1) for these dynamics, where there are in-
finitely many stable solutions.

3.2. Sunspot Equilibria on Extended Growth Rates

We now come to study whether β∗(£L+1) is also the only stationary extended
growth rate to be locally immune to sunspots. Suppose, consequently, that agents
observe a k-state Markovian process associated with a Markov matrix  and
believe that, in the sunspot event st = s (s = 1, . . . , k), the current state should be
linked to the L previous states according to the law

xt =
L∑

l=1

βs
l xt−l , (23)

where the current set of coefficients βs ≡ (βs
1, . . . , β

s
L) is allowed to depend on the

current sunspot event. The belief (23) is intended to hold whatever t and the past
history (xt−1, . . . , xt−L) are. Therefore, agents also deduce from the occurrence
of the event st = s that the next extended growth rate should be equal to βs ′

with
probability πss ′ (s ′ = 1, . . . , k), and, consequently, their forecast can be written as

E(xt+1 | {st = s, xt , . . . , xt−L+1}) =
L∑

l=1

(
k∑

s ′=1

πss ′βs ′
l

)
xt+1−l . (24)

In a rational expectations equilibrium, the a priori belief (23) must be self-fulfilling
whatever st is. If st = s, the actual dynamics corresponding to (23) are obtained
by reintroducing the forecast (24) into (14), which leads to

xt = −
L∑

l=1

{[
γ

(
k∑

s ′=1

πss ′βs ′
l+1

)
+ δl

]/[
γ

(
k∑

s ′=1

πss ′βs ′
1

)
+ 1

]}
xt−l , (25)

with the convention that βs ′
L+1 ≡ 0 whatever s ′ is. Thus, in view of (23) and

(25), one can define a stationary sunspot equilibrium on extended growth rates
as a k L-dimensional vector β ≡ (β1, . . . ,βk) associated with  such that
(a) there exist l (l = 1, . . . , L) and s �= s ′ (s, s ′ = 1, . . . , k) such that βs

l �= βs ′
l , and

(b) βs
l (s = 1, . . . , k) satisfies
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74 STÉPHANE GAUTHIER

βs
l = −

(
γ

k∑
s ′=1

πss ′βs ′
l+1 + δl

)/(
γ

k∑
s ′=1

πss ′βs ′
1 + 1

)

for l = 1, . . . , L . Condition (b) makes the a priori belief (23) self-fulfilling since
it ensures that (23) and (25) coincide whatever st is. For the extended growth
rate to fluctuate according to sunspots, condition (a) must also hold. Otherwise,
if (b) holds true but (a) fails, then βs = βs ′ = β∗(£i ) for any s, s ′ = 1, . . . , k, and
i (i = 1, . . . , L + 1).

The next result, which bears on Theorem 3 in Chiappori et al. (1992), studies
whether there exist stationary sunspot equilibria on extended growth rates ar-
bitrarily close to a stationary extended growth rate β∗(£i ), i.e., such that the lth
component βs

l (l = 1, . . . , L) of βs is arbitrarily close to the lth component β∗
l (£i )

of β∗(£i ) whatever s and l are. A stationary extended growth rate β∗(£i ) is said
to be locally immune to sunspots when this is not the case.

PROPOSITION 5. The stationary extended growth rate β∗(£L+1) which
governs the state variable perfect-foresight dynamics (15) restricted to the
L-dimensional subspace corresponding to the L roots of lowest modulus
λ1, . . . , λL is the only one to be locally immune to sunspots.

Proof. See Chiappori et al. (1992) for a general study and Desgranges and
Gauthier (in press) for an application to stationary sunspot equilibria on extended
growth rates.

3.3. Learning Extended Growth Rates

It follows from Propositions 4 and 5 that a stationary extended growth rate is
locally determinate if and only if it is locally immune to sunspots. We show in
this section that the dynamic equivalence principle is satisfied since a stationary
extended growth rate is locally stable under myopic learning if and only if it is
locally determinate. Assume, therefore, that the a priori belief on the law of motion
still fits (16) whatever t ≥ 0 and xt−l (l = 1, . . . , L) are, but that agents are no longer
aware of the entire set of stationary extended growth rates, and try to learn them.
Let βl(t) be the estimate of the lth component of some stationary extended growth
rate at date t . Given this vector of estimates, the traders’ forecast E(xt+1 | It ) is
written as

E(xt+1 | {xt , . . . , xt−L}) =
L∑

l=1

βl(t)xt−l+1. (26)

The actual law of motion of the level of the state variable, namely,

xt = −
L∑

l=1

(γβl+1(t) + δl)/(1 + γβ1(t))xt−l , (27)
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DYNAMIC EQUIVALENCE PRINCIPLE 75

is obtained by reintroducing the forecast (26) into (14). In the myopic learning
dynamics, traders compare their initial estimate βl(t) to the actual lth coefficient
(l = 1, . . . , L) given in (27), and revise this estimate according to the rule

βl(t + 1) = −
L∑

l=1

[γβl+1(t) + δl]/[1 + γβ1(t)] (28)

for any l, and with the convention that βL+1(t) ≡ 0. The algorithm (28) can be
thought of as a learning rule updated in real time in which agents keep fixed their
forecast rule until the implied actual law-of-motion coefficients could be learned
from the data, that is, typically after L periods.7 As discussed by Evans (1985),
the learning rule (28) is then identical to the iterative version of the expectational
stability; it belongs nevertheless to a rather special class of learning rules. As
(19) shows, the fixed points of these dynamics are the (L + 1) stationary extended
growth rates. A stationary extended growth rate is locally stable under learning if
and only all the eigenvalues of the Jacobian matrix that governs (28) in its imme-
diate vicinity have modulus less than 1. However, (28) is simply the time mirror
of the extended growth-rate perfect-foresight dynamics (22). Thus, the property of
local determinacy of a stationary extended growth rate in (22) is equivalent to its
property of local stability in (28), which establishes that the dynamic equivalence
principle holds for the class of models (14).

PROPOSITION 6. The stationary extended growth rate β∗(£L+1), which
governs the state variable perfect-foresight dynamics (15) restricted to the L-
dimensional subspace corresponding to the L roots of lowest modulus λ1, . . . , λL ,

is the only one to be locally stable in the dynamics with myopic learning (28).

Proof. Obvious from Proposition 4.

4. ONE-LAG IN MEMORY MODELS

So far only models where agents forecast one period ahead have been considered.
In this section, we explore the remaining polar configuration where the number of
leads in expectations is arbitrary. However, our analysis is restricted to the simple
case in which only one predetermined variable matters. As shown in Section 2,
models of this class admit multiple MSV solutions. Each one makes the current
state of the economic system linearly related to the previous state only, and, there-
fore, each one can be characterized by a constant growth rate of the level of the state
variable. The question is whether the dynamic equivalence principle, when applied
to such growth rates, is saved in this new framework. It will be shown that only
one MSV solution is still both locally determinate and locally immune to sunspots,
but this solution is no longer necessarily locally stable under myopic learning.

Let us consider the temporary equilibrium relation

H∑
h=1

γh E(xt+h | It ) + xt + δ1xt−1 = 0, (29)
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76 STÉPHANE GAUTHIER

where E(xt+h | It ) represents the forecast formed at date t about the level of the
state variable in period t + h (h = 1, . . . , H), and where xt−1 is predetermined at
date t . A perfect-foresight solution is a sequence (xt ) associated with the initial
condition x−1 and satisfying the (H + 1)-dimensional recursive equation

H∑
h=1

γh xt+h + xt + δ1xt−1 = 0, (30)

obtained by assuming that E(xt+h | It ) is equal to xt+h in (29) whatever h ≥ 1
and t ≥ 0 are. Let λi (i = 1, . . . , H + 1) be the (H + 1) roots of the characteristic
equation associated with (30). As in the previous sections, we assume that these
roots are real, distinct, and labeled in the order of increasing modulus; that is,
|λi | < |λ j | whenever i < j (i, j = 1, . . . , H + 1). Since there is only one predeter-
mined variable in (29), the law of motion of the level of the state variable along
any MSV solution to (30) is governed by a first-order difference equation that still
fits (3) and, now, the perfect-foresight dynamics (30). The constant growth rate β

in (3) ensures perfect foresight when (3) is a self-fulfilling belief, that is, when it
coincides with actual observations generated by (29). In view of (3), the forecast
of traders is given by

E(xt+h | It ) = βE(xt+h−1 | It ) = · · · = βh xt , for h = 1, . . . , H, (31)

so that the actual dynamics, resulting from reinserting (31) into (29), are written

xt = −
[
δ1

/(
1 +

H∑
h=1

γhβ
h

)]
xt−1. (32)

Thus, the belief (3) on the law of motion coincides with the actual law (32),
whatever xt−1 and t are, if and only if

β = −
[
δ1

/(
1 +

H∑
h=1

γhβ
h

)]
⇔

H∑
h=1

γhβ
h+1 + β + δ1 = 0, (33)

or, equivalently, β is a root λi (i = 1, . . . , H + 1) of the characteristic polynomial
associated with (30).

4.1. Determinacy of Growth Rates

The sequence of growth rates induced by the perfect-foresight dynamics on the
level of the state variable is obtained whenever the relation xt = βt xt−1 holds in
(30) whatever t and xt−1 are, so that xt+h = βt+h xt+h−1 = (βt+h · · · βt )xt−1 for
h = 0, . . . , H . Under these requirements, the dynamics (30) can be rewritten as

H∑
h=1

γh

h∏
j=0

βt+ j xt−1 + βt xt−1 + δ1xt−1 = 0, (34)
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DYNAMIC EQUIVALENCE PRINCIPLE 77

or, provided that xt−1 �= 0,

H∑
h=0

γh

h∏
j=0

βt+ j + δ1 = 0, (35)

with the convention that γ0 ≡ 1. The dynamics of (35) are well-defined if βt �= 0
whatever t is. Its fixed points are the (H + 1) roots λi (i = 1, . . . , H + 1) of (33).
Hence it is well defined arbitrarily close to λi , if and only if λi �= 0. This is the case
whatever i is if and only if δ1 �= 0. The dynamics of (35) arbitrarily close to λi are
governed by a linear recursive equation of order H , obtained by linearizing (35)
at point β(t + s) = λi whatever s is (s = 0, . . . , H), namely,

H∑
h=0

H∑
j=h

γ jλ
j
i (βt+h − λi ) = 0. (36)

Since (35) determines the current growth rate βt as a function of future growth
rates βt+h (h = 1, . . . , H), a fixed point λi of (35) is locally determinate if and
only if all the H roots of the characteristic polynomial associated with (36) have
moduli greater than 1.

PROPOSITION 7. Assume that γH �= 0 for H ≥ 1 and δ1 �= 0. Then the root
of lowest modulus (λ1) is the only fixed point of the growth-rate perfect-foresight
dynamics (35) to be locally determinate in this dynamics.

Proof. See Appendix A.

4.2. Sunspots on Growth Rates

Assume now that all the agents believe that the growth rate of the level of the
state variable is perfectly correlated to a k-state Markovian sunspot process whose
probability law is described by a k × k Markov matrix . Hence agents expect
the current growth rate βt (t ≥ 0) to be equal to βs (s = 1, . . . , k) whenever they
observe at date t some sunspot signal s. In a stationary sunspot equilibrium on
the growth rate, this belief must be consistent with the actual law of motion of the
system. This section is devoted to study whether stationary sunspot equilibria of
this type exist when all the growth rates βs are bound to lie arbitrarily close to a
given root λi (i = 1, . . . , H + 1). The root of lowest modulus (λ1) will be shown
to be the only one to be immune to sunspot fluctuations, thus making local deter-
minacy equivalent to the lack of local stationary sunspot equilibria on the growth
rate.

To set out the actual temporary equilibrium dynamics that make sunspot beliefs
self-fulfilling, one must specify how traders forecast future at any date, given their a
priori belief on the law of motion of the economic system. When the sunspot signal
st at date t is s, traders expect (i) the period t growth rate to be βs and (ii) the growth
rates in the subsequent periods to be distributed conditionally to the event st = s;
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78 STÉPHANE GAUTHIER

that is, the probability that βt+h = βs ′ (s ′ = 1, . . . , k) is given by the ss ′th element
of h . Since (i) holds true at any date, the expectation E(xt+h | {st = s}) is equal
to E[(βt+h · · · βt+1)xt | {st = s}]. What is important, therefore, is the probability
law of the product (βt+h · · · βt+1). The following lemma describes this probability
law.

LEMMA 1. Let B be the k × k diagonal matrix whose ssth element is βs (s =
1, . . . , k), that is, the growth rate that traders expect to occur in sunspot state s.
Let xt (s) be the temporary equilibrium state in sunspot state s at date t (t ≥ 0). Let
Xt be the k × k diagonal matrix whose ssth element is xt (s) . Let E(xt+h | {st }) be
the k × 1 vector whose sth component is the forecast E(xt+h | {st = s}). Finally,
let 1k be the k × 1 unitary vector. Then we have

E(xt+h | {st }) = Xt (B)h1k .

Proof. See Appendix B.

The actual dynamics are then obtained by reintroducing the forecast E(xt+h |
{st = s}), given in Lemma 1, into (29); that is, for any s (s = 1, . . . , k),

H∑
h=1

γhXt (B)h1k + Xt 1k + δ11k xt−1 = 0k, (37)

where 0k stands for the k × 1 null vector. The sth equation (s = 1, . . . , k) of the
system (37) determines implicitly the current state xt (s) in the event st = s as a
function of , B, and the relevant past history, here summarized by the previous
state xt−1 of the system. By definition, in equilibrium, xt (s) must be equal to βs xt−1

in (37) whatever s is (s = 1, . . . , k); that is, Xt = Bxt−1. Under this requirement,
(37) is rewritten as

H∑
h=1

γhBxt−1(B)h1k + Bxt−11k + δ11k xt−1 = 0k . (38)

Let us now define a sunspot equilibrium on the growth rate as a vector β ≡ (β1, . . . ,

βk) and a Markov matrix  such that (a) there exist two components βs and βs ′

of the vector β such that βs �= βs ′ and such that (b) the k × 1 vector β ≡ B1k

satisfies
H∑

h=0

γhB(B)h1k + δ11k = 0k (39)

with the convention that γ0 ≡ 1. Equation (39) is obtained from (38) when xt−1 �= 0.
Condition (a) ensures that the growth rate is changing with sunspot events, while
(b) makes the actual growth rate equal to the initial guess βs in the sunspot event s.
If (b) holds true, but (a) is violated, then the solutions to (39) are the k × 1 vectors β
whose each component βs is equal to λi (i = 1, . . . , H + 1).
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DYNAMIC EQUIVALENCE PRINCIPLE 79

The mere existence of sunspot equilibria associated with a k × 1 vector β whose
components βs (s = 1, . . . , k) stand arbitrarily close to some root λi would weaken
the likelihood that traders succeed in coordinating their forecasts on this root. In
view of the fact that any k × k diagonal matrix B = Li whose ssth entry is λi is a
solution to (39) whatever  is, a k × k diagonal matrix B whose ssth element is
arbitrarily close to λi will form a sunspot equilibrium on the growth rate associated
with  only if the implicit function theorem breaks at B = Li for the system (39),
namely,

det D

[
H∑

h=0

γhLi (Li )
h1k + δ11k

]
= 0,

where D(•) is the Jacobian matrix of (•) and det D(•) stands for the determinant
of this Jacobian matrix. The following result shows that the root of lowest modulus
(λ1) is in fact the only one to be locally immune to sunspots.

PROPOSITION 8. Let xt−1 �= 0 whatever t ≥ 0 is. Then there do not exist sta-
tionary sunspot equilibria on the growth rate (β, ) associated with a k × 1
vector β each of whose component βs (s = 1, . . . , k) stands arbitrarily close to
the root of lowest modulus (λ1). On the contrary, there do exist Markov ma-
trices  such that (β, ) is a stationary sunspot equilibrium whenever each
component βs (s = 1, . . . , k) of β stands arbitrarily close to any remaining root
λi (i = 2, . . . , H + 1).

Proof. See Appendix C.

4.3. Learning Growth Rates

Assume now that traders try to estimate the law of motion of the level of the
state variable restricted to some MSV solution. Their a priori belief on the law of
motion still fits (3) but β is now estimated by βt at date t , where βt is possibly
different from some root λi of the characteristic polynomial of (30). Therefore,
their time t forecast E(xt+h | It ), h ≥ 1, obtained by leading (3) h times forward, is
equal to βh

t xt . The actual dynamics then result from reinserting this forecast into
the temporary equilibrium map (29):

xt = −
[
δ1

/(
1 +

H∑
h=1

γhβ
h
t

)]
xt−1. (40)

According to the myopic learning rule, traders must revise at time (t + 1) their
time t estimate βt by choosing as a new estimate βt+1 the actual growth rate at
period t , such as given by (40)8:

βt+1 = −
[
δ1

/(
1 +

H∑
h=1

γhβ
h
t

)]
. (41)
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The (H + 1) roots λi are the fixed points of (41). The dynamics with learning (41)
arbitrarily close to λi are governed by the H roots of the characteristic polynomial
associated with the H -dimensional difference equation obtained by linearizing
(41) at point βt = λi . As usual, a fixed point λi is locally stable under learning if
and only if all these H roots have moduli less than 1. The following result provides
a condition under which λi is locally stable in the dynamics (41).

PROPOSITION 9. A root λi (i = 1, . . . , H + 1) is locally stable in the dynam-
ics with learning (41) if its modulus |λi |, which measures the speed of convergence
of the level of the state variable toward its steady state value along the correspond-
ing MSV solution, is low enough.

Proof. See Appendix D.

In general, unlike the previous sections, the local stability under learning of a
solution is not equivalent to its local determinacy. Nevertheless, if the level of the
state variable converges rapidly enough toward its steady state along the MSV so-
lution corresponding to the root λ1, which is satisfied if, for example, the influence
of past onto the economic system is low enough (δ1 is close enough to 0), then
agents will locally learn this solution, thus making local stability under learning
consistent with local determinacy and local immunity to sunspots. However, of
course, it is still possible that several MSV solutions to (29) are locally stable in
the learning dynamics (41),9 but, in this case, the set of stable solutions necessarily
includes the MSV solution corresponding λ1.

5. CONCLUDING COMMENTS

Rational expectations models typically feature a multiplicity of equilibrium paths.
The aim of this paper was to describe how to apply three selection devices, respec-
tively based on local determinacy, local immunity to sunspots, and local stability
under learning, to MSV solutions of general linear models. The results are clear:
All these devices are generally equivalent, and, furthermore, recommend selecting
a unique MSV solution. This solution is actually the one that is usually believed to
be of practical relevance in macroeconomics (in particular, it is the saddle stable
path in the saddle-point configuration, i.e., the only stable solution in this configu-
ration). There are some open questions that may deserve to be the subject of further
work. First, formal extensions include the case of the general linear model with an
arbitrary number of leads and lags, where the state variable is multidimensional.
In view of the results presented in this paper, one can expect most of the dynamic
equivalence principle to be saved in such frameworks. Another direction consists
in applying the techniques of the paper to bubble solutions, along which the current
state of the system depends on more lagged variables than the number of initial
conditions to the economic system. In this case the actual equilibrium trajectory is
characterized by not only a vector of stationary extended growth rate, but also by
some arbitrary forecasts about the level of the state variable in the initial periods.
Intuitively, coordination on this type of solutions is much more demanding than
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coordination on MSV solutions, but there are examples in the literature where bub-
ble solutions are locally stable under learning [see, e.g., Evans and Honkapohja
(1994)]. Therefore, it would be interesting to know whether these solutions can be
locally determinate or immune to sunspots. If this is not the case, as one may con-
jecture, the relevance of the MSV solution come whose role has been recurrently
emphasized throughout this paper, would still come up in practical analysis.

NOTES

1. In linear models subject to extrinsic shocks, there is a substantial literature on the stability
under least-squares learning of various dynamic rational expectations solutions. See, e.g., Evans and
Honkapohja (1999) for a survey on this topic.

2. See McCallum (1983) for closely related terminology. McCallum (1983) actually defines minimal
state variable solutions using both a primary principle and a second principle that isolates a particular
minimal state variable solution as bubble-free. Here, as in Evans and Honkapohja (1999), we define
minimal state variable solutions using only the primary principle. It is worth noticing that, in fact,
the dynamic equivalence principle recommends choosing the solution identified as bubble-free, or
fundamental, by McCallum (1983).

3. In fact, local stability under least-squares learning of MSV solutions has been extensively con-
sidered in the literature. See, e.g., Evans and Honkapohja (1999) for a survey. Whether these solutions
can be locally determinate or locally free of sunspots, however, has not been studied so far.

4. The algorithm (13) obviously belongs to a special class of learning rules. In fact, it is identical to
the iterative version of the expectational stability device used by DeCanio (1979) and Evans (1985). As
shown by Evans and Guesnerie (1993), stability of a rational expectations solution in (13) is necessary,
but not sufficient, for this solution to be strongly rational. Note also that if a solution is locally stable
in the learning dynamics (13), then it is also locally expectationally stable in the sense of Evans (1989)
and, accordingly, locally stable for the least-squares learning rule, as first shown by Marcet and Sargent
(1989).

5. Theorem 6 in Gantmacher (1966, Ch. 15, Sect. 9) gives the number of real and distinct roots
of a polynomial as a function of its real coefficients. A simple necessary condition for all these roots
to be real is that γ1δ1 ≤ 1, δ2 ≤ δ2

1 , δ1δ3 ≤ δ2
2 , . . . , δL−2δL ≤ δ2

L−1 [see Du Gua-Huat-Euler theorem in
Mignotte (1989)].

6. Equivalently, a stationary extended growth rate is locally indeterminate in (22) if at least one
eigenvalue of the Jacobian matrix that governs the backward perfect-foresight dynamics corresponding
to (22) arbitrarily close to this stationary extended growth rate falls outside the unit disk. See, e.g.,
Chiappori et al. (1992, p. 1098).

7. The updating (28) is feasible every L periods provided that the L × L matrix generated is
nonsingular [see Evans (1985)].

8. Here again, note that algorithm (41) is identical to the iterative version of the expectational
stability criterion.

9. Evans and Honkapohja (1994) have actually shown that the class of models (29) with H = 2 and
L = 1 may have two distinct MSV solutions that are locally stable under least-squares learning.

10. Consider the polynomial with real coefficients

P(z) = zn + an−1zn−1 · · · + a0

whose roots are z∗
i (i = 1, . . . , n). By definition, we have

P(z) = 0 ⇔
n∏

i=1

(λ − z∗
i ) = 0 ⇔ zn −

(
n∑

i=1

z∗
i

)
zn−1 + · · · + (−1)n

n∏
i=1

(z∗
i ) = 0
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Identifying the preceding equations term by term leads to the relations

−an

(
n∑

i=1

z∗
i

)
= an−1, . . . , an(−1)n

n∏
i=1

(z∗
i ) = a0.

If one denotes σl (z∗
1, . . . , z∗

n) the sum over all the different products of l distinct elements (l = 1, . . . , n)
of the set {z∗

1, . . . , z∗
n}; i.e., σ1(z∗

1, . . . , z∗
n) is, for instance, the sum of the n roots and σn(z∗

1, . . . , z∗
n)

is the product of these n roots. The formula (A.3) directly comes.
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APPENDIX A. PROOF OF PROPOSITION 7

The characteristic polynomial Q of the H th-order linear recursive equation (36) is

Q(µ) =
H∑

h=0

H∑
j=h

γ jλ
j
i µ

h . (A.1)

The root λi is locally determinate in the dynamics (35) if and only if all the roots of Q have
moduli greater than 1. To find these roots, observe first that

Q(µ) = 0 ⇔ Q(µ)

γH (λi )H
=

H∑
h=0

H∑
j=h

γ j

γH
λ

j−H
i µh = 0, (A.2)

which is allowed when γH �= 0 and δ �= 0 since then λi �= 0 (i = 1, . . . , H + 1). We now use
the relations between the coefficients of the characteristic polynomial corresponding to (30)
and the roots λi (i = 1, . . . , H + 1), namely [see, e.g., Ramis et al. (1974)],10

γH− j

γH
= (−1) jσ j (�) for any j ( j = 1, . . . , H), (A.3)

where � denotes the set of the roots {λ1, . . . , λH+1} and σ j (�) is the j th symmetric poly-
nomial in the set �; that is,

σh(�) =
∑

1≤ j1<···< jh

λ j1 . . . λ jh .

One can show that
H∑

j=h

γ j

γH
(λi )

j−H = (−1)H−hσH−h(�(l/ i)),
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where �(l/ i) is the set of all possible ratio λl/λi for any l �= i (l = 1, . . . , H + 1) with i
given (i = 1, . . . , H + 1). It follows that

Q(µ) = 0 ⇔
H∑

h=0

(−1)H−hσH−h(�(l/ i))µh = 0.

The same argument as in the derivation of (A.3) shows that the H roots of Q are the H
ratios λl/λi for any l �= i . All these roots have moduli larger than 1 if and only if i = 1.

APPENDIX B. PROOF OF LEMMA 1

Let πss′ denote the probability that st+1 = s ′ (s ′ = 1, . . . , k) if st = s (s = 1, . . . , k). This
probability is the ss ′th element of the k × k matrix .

Step 1. Here we prove that Lemma 1 is true for h = 1. For instance, let
st = s (s = 1, . . . , k). In this case, πss′ is the probability that βt+1 = βs′ (s ′ = 1, . . . , k).
Hence, the expected growth rate β̄s between t and t + 1 is given by

β̄s =
k∑

s′=1

πss′βs′ .

Since E(xt+1 | {st = s}) = E(βt+1 | {st = s})xt (s), we also have

E(xt+1 | {st = s}) = β̄s xt (s).

Observe now that β̄s is the sth component of the k × 1 vector B1k and xt (s)β̄s is conse-
quently the sth component of the k × 1 vector XtB1k , which shows Lemma 1 for h = 1.

Step 2. Recall first that E(xt+h | {st = s}) = E(βt+1 · · · βt+h | {st = s})xt (st ). Let our re-
cursion hypothesis be that Lemma 1 is true for some given h ≥ 1; that is, E(βt+1 · · · βt+h |
{st = s}) is the sth component of (B)h1k . The result follows by exploiting a simple vector
recursion over growth rates expected values. By definition, it is indeed true that

E(βt+1 · · · βt+h+1 | {st = s}) =
k∑

s′=1

πss′βs′ E(βt+2 · · · βt+h+1 | {st+1 = s ′}). (B.1)

However, E(βt+2 · · · βt+h+1 | {st+1 = s ′}) = E(βt+1 · · · βt+h | {st = s ′}). Thus (B.1) can be
rewritten as

 E(βt+1 · · · βt+h+1 | {st = 1})
...

E(βt+1 · · · βt+h+1 | {st = k})


 = B


 E(βt+1 · · · βt+h | {st = 1})

...

E(βt+1 · · · βt+h | {st = k})
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The result comes directly from both our recursion hypothesis and the fact that E(xt+h+1 |
{st = s}) = E(βt+1 · · · βt+h+1 | {st = s})xt (s); that is, E(xt+h+1 | {st }) = Xt (B)h+11k . This
proves Lemma 1 for any h ≥ 1.

APPENDIX C. PROOF OF PROPOSITION 8

Equation (37) describes a system of k equations whose k unknowns are the k growth rate
components βs (s = 1, . . . , k) of the k × 1 vector β. Therefore, the Jacobian matrix of this
system is of dimension k × k. This matrix is derived by using basic matrix differential
calculus. We first define

F(B) =
H∑

h=0

γhB(B)h1 + δ1 and B(β) =




β1 · · · 0
...

. . .
...

0 · · · βk


 .

A sunspot equilibrium is consequently a k × 1 vector β associated with a k × k matrix B(β)

such that β belongs to the kernel of F(B(•)). The Jacobian matrix DF(B(β)) at some point
β of IRk is equal to DF(B)DB(β), where DF(B) and DB(β) are as follows [see Magnus
and Neudecker (1988, Sect. 9.4.1)]:

DF(B) = ∂vecF(B)

∂vecB
, and DB(β) = ∂vecB(β)

∂vecβ
,

where the symbol ∂ stands for the differential and where the vec operator transforms a
matrix into a vector by stacking its columns one underneath the other. Of course, vecF(B)

is the k × 1 vector F(B). Given that B is a k × k matrix, vecB is a k2 × 1 vector. Thus,
DF(B) is a k × k2 matrix. The remaining Jacobian matrix DB(β) is of dimension k2 × k
since vecβ = β is a k × 1 vector (and recall that vecB is a k2 × 1 vector). Then, by the chain
rule, it follows that DF(B(β)) is a k × k matrix.

We prove Proposition 8 in two steps. First, we provide an expression for DF(B(β)).
Second, we show that det DF(B(β)) is always different from zero if βs (s = 1, . . . , k) is
equal to λ1 while there are some stochastic matrices  that make DF(B(β)) singular as soon
as βs (s = 1, . . . , k) is equal to λi (i = 2, . . . , H + 1). Proposition 8 is then a straightforward
consequence of the implicit function theorem. These two steps are the subject of two different
lemmas.

LEMMA C.1. The Jacobian matrix DF(B(β)) is given by

DF(B(β)) =
H∑

h=0

γhλ
h
i

h∑
j=0

 j , at point β = (λi , . . . , λi )
′.
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Proof. The map F has the following differential

∂ F(B) =
H∑

h=0

γh∂[B(B)h]1, (C.1)

where (B)h stands for the product (B) · · · (B) h times. A mild adaptation of results
in Magnus and Neudecker (1988, Ch. 9, Table 7) allows us to get

∂[BB · · · B] =
h∑

j=0

(B) j∂ B(B)h− j .

As a result, (C.1) can be rewritten as

∂ F(B) =
H∑

h=0

γh

h∑
j=0

(B) j∂ B(B)h− j 1

⇒ vec∂ F(B) = ∂vecF(B) =
H∑

h=0

γh

h∑
j=0

vec[(B) j∂ B(B)h− j 1].

Now it follows from Theorem 2.2 in Magnus and Neudecker (1988) that

∂vecF(B) =
H∑

h=0

γh

h∑
j=0

[((B)h− j 1)′ ⊗ (B) j ]∂vecB,

where the prime represents the matrix transpose and ⊗ stands for the Kronecker product. Let
us take now B = �i = λi Ik , where λi is some root of the characteristic equation associated
with (30). Then, we obtain

∂vecF(�i ) =
H∑

h=0

γhλ
h
i

h∑
j=0

[(1′(′)h− j ) ⊗  j ]∂vec�i .

Observe that the inner product between 1′ and the sth column of (′)h− j is merely equal to
the sum over all the components of the sth row of h− j , which is equal to 1 by definition
of a Markov matrix, i.e., 1′(′)h− j = 1′. Hence,

∂vecF(�i ) =
H∑

h=0

γhλ
h
i

h∑
j=0

k︷ ︸︸ ︷
( j · · ·  j ) ∂vec�i , (C.2)

where ( j · · ·  j ) is the k × k2 matrix whose ss ′th element (s, s ′ = 1, . . . , k); that is,
the ss ′th element of the k × k matrix  j , is the same as its s(s ′ + k mod n)th element
(n = 1, . . . , k). Given the way the Jacobian matrix of F at point �i is defined, it directly
follows from (C.2) that

Core terms of use, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1017/S1365100502010301
Downloaded from https:/www.cambridge.org/core. Bibliotheque de la Sorbonne, on 13 May 2017 at 15:47:37, subject to the Cambridge

https:/www.cambridge.org/core/terms
https://doi.org/10.1017/S1365100502010301
https:/www.cambridge.org/core


DYNAMIC EQUIVALENCE PRINCIPLE 87

DF(�) =
H∑

h=0

γhλ
h

h∑
j=0

k︷ ︸︸ ︷
( j · · ·  j ) .

We now calculate the remaining Jacobian matrix DB(β). Observe that

∂vecB(β) =




∂β1

0
...

0
∂β2

0
...

∂βk




=




1 0 · · · · · · 0

0
...

...

...
...

...

0
...

...

0 1 0 · · · 0

0 0 0 · · · 0
...

...
...

0 0 · · · 0 1







∂β1

∂β2

...

...

...

...

...

∂βk




≡ �∂vecβ.

By definition, it follows that DB(β) = �, where � is a k2 × k matrix. Recall now that the
chain rule applies and notice that the ss ′th element of the k × k matrix ( j · · ·  j )� is the
ss ′th element of the k × k matrix  j . Therefore, for β = (λi , . . . , λi )

′, we have

DF(B(β)) =
H∑

h=0

γhλ
h
i

h∑
j=0

( j j )� =
H∑

h=0

γhλ
h
i

h∑
j=0

 j .

and Lemma C.1 follows.

LEMMA C.2. Let πs (s = 1, . . . , k) be an eigenvalue of the Markov matrix . Let li be
the k × 1 vector all of whose components are equal to a given root λi (i = 1, . . . , H + 1).
Assume that λi �= 0. Then, the k × k Jacobian matrix DF(�(•)) is singular at point li if
and only if there exists an eigenvalue πs of  such that

H+1∏
j=1
j �=i

(
πs − λ j

λi

)
= 0.

Proof. Let φs (s = 1, . . . , k) be an eigenvalue of DF(�(•)) at point li and recall that the
matrix DF(�(•)) is singular at point li if and only if its determinant det DF(�(•)) equals
0 at this point. Now, let π be an eigenvector of  associated with the eigenvalue π . Observe
that

DF(�(li ))π =
H∑

h=0

γhλ
h
i

h∑
j=0

 jπ =
(

H∑
h=0

γhλ
h
i

h∑
j=0

π j

)
π,

which shows that the eigenvalues of DF(�(•)) at point li are of the following form:

φ =
H∑

h=0

γhλ
h

h∑
j=0

π j .
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Of course, det DF(�(•)) equals 0 at point li if and only if one of the eigenvalues φ of
DF(�(li )) is equal to 0, namely,

H∑
h=0

γhλ
h
i

h∑
j=0

π j = 0 ⇔
H∑

h=0

π h
H∑

j=h

γhλ
h
i = 0. (C.3)

Now, let us divide the right member of (C.3) by γH λH
i (which is assumed to differ from 0).

We get
H∑

h=0

π h
H∑

j=h

γhλ
h
i

γH λH
i

= 0 ⇔
H+1∏
j=1
j �=i

(
π − λ j

λi

)
= 0,

where the last equality comes from Proposition 7 [see equation (A.2) in particular], which
proves Lemma C.2.

Given that the real part of any eigenvalue of a Markov matrix has modulus less than 1, i.e.,
|πs | < 1, and given that the roots λi are labeled in the order of increasing modulus, the ratio
|λ j/λ1| is strictly greater than 1 for j �= 1 ( j = 1, . . . , H + 1). Proposition 8 follows from
the implicit function theorem since λ1 �= 0 under the assumption that δ1 �= 0, and standard
local bifurcation theory [see Chiappori et al. (1992) for a general argument].

APPENDIX D. PROOF OF PROPOSITION 9

The dynamics with learning (41) arbitrarily close to the root λi (i = 1, . . . , H + 1) are
obtained by linearizing (41) at point βt+1 = βt = λi . These dynamics are governed by the
ratio

dβt+1

dβt
= δ1

H∑
h=1

hγhλ
h−1
i(

1 +
H∑

h=1

γhλ
h
i

)2 .

The root λi is locally stable under learning if and only if this ratio is less than 1 in modulus.
This is the case when λi is close enough to 0 because then, |dβt+1/dβt | also is close
to 0.
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